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referencgpefiSAGNISSAtS SHsAYMBIlaFHeH YerRimMRISI YRR APbEFaMded in the scoring dorgestionV-F, this

examplecontairs these comments as a means to substantiate the rationale of the score assigned.

The Shuttle/Centaur upper stage was a joint NA3SBAF program in 1981986 to develop two new
FRQILJXUDWLRQV RI WKH ﬁHw&%l XS § B B DB/OHJ Rorbifity SRaEeSHUR fFid Q
7a). Although the program was cancelled only prior its first launch due to the aftermath of the Space Shuttle
BhallengeT dISAGEIMIOLSSOMRAN MIHAEE G LPH FRQILIXUDWLRQ ZDV LPPHGLDWHO\ D
Ritan IV boosHRSTIGIANG SEeHRRIKPFhERBIFRS was launched sixteen timesTitan IV from 19942003(Fig. 7b)

7KH:Y?‘VRnEF_OHj]V_ KLIJKO\ FRPSUHVVHG RULJLQDO GHYHORSPHQW VFKH
Rissions: hofyMEAIVR dl'l?ﬂ,img\‘ma%'t%wqrajectories whb886 launch windows could not be missed. The
Bhuttle/céntRIPPEMIN A BIERn ReviewPDR) was followed by &Critical Design Review CDR) only nine
fonths lafer. RREYUGRYERER SRS EBEORE £1d YWD RAYSERIGESWASRRE most concise and comprehensive technical
desciptior-of SAEMIFOJPA%R.5, 16]. In addition, a book documenting the history of the Centaur upper stage had a
&mprehensiPORRIGEARFD1 the technical problemsuntered during developméhT]. These three sources served
as the basis for scoringing this methodology.

Table 3is the scoring of the Centaur®ime.(Note: while the Centaur was managed by Lewis Research Center
(LeRC), much of the Johnson Space Centir (JQ@‘PH#&F%@ment actions and decisions negatively impacted Centaur C
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ksgessryopensf piseitalunpperesiiafe fiilures cargmtedly shohetimaanhedisgeace Shuttle. The significant score in
Ineffective System Engineering, specifically in resolution of critigadblems, stemmed from the fundamental
disagreement between management of NASA LeRC and JSC on critical fluid dumping requirements in case of an
abort. These significant, major system changes driven by safety concerns continued throughout the deagldpment
evenas fnal launch preparationsegan A score of 0.8 was given because it continued to bsoarce of several
prominent problemwhich requiredsignificant (andquick) resolutiors. Safety problems were exacerbated by poor
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VIll. Caveats and Concerns

There were several concerns raised about this methodology by staff of the NASA Headquarters Safety Center and
the NASA Glenn Research Centaf&y, Relability and Quality AssurancerBnch. While generally acknowledging
the shortcomings of the more traditional methods and the need for a method such as this one in principle, they urged
cautionin several areasThe authors have accepted manythedir suggestions and introduced solutions into the
methodologyas a resultOther concerns wesgtherrejectedor merely notedwith reasons given here.

It was pointed out that successful launches, if subjected to this assessment, would likely restdeno soares
aswell 7KDW LV QR VXFFHVVIXO ODXQFK LV HIDFWO\ QRRJIIRUPR DY @ XBEBY Q!
into the cumulativedistribution function is not strictly correcthile true, thesourcedata base did not contain
evaluations obuccessful mission3 hus this methodologys URG XFHV D probRiity Hf faRre\nathét than
D FHLT®la@dd%shis concern, saing the 33 post flight reports of successful missions wobheeakd, just
as in the cases of the accident investigation board regfdtte 21 failed missionsThis would require a considerable
amount of effort.

This technique (like most discussedSiections IVVA and-B) focues R Q 1 H U-hBgdtieactions taken (or not
taken). Positive actions (adaptations to new information or feedback loops in decision making) by people are typically
not incorporated into these methodologies, yet are imgartéime correct representations of what actually takes place.
Adaptations and feedback loops (internal and external to systems) are widely acknowledged as essential for successful
outcomes, and their omission represents a meaningful modeling deficieasseissments of probability of failure.
$1)DLOXUH WR FRQVLGHU VXFFHVVIXO YHUVXV XQVXFFHVVIXO DGDSWDWL
behavioral vaability [20]

It was asserted that the sample set was incomplete. That is, it shoulldmireluded launch scrubs and delays
UDWKHU WKDQ MXVW IDLOXUHVY 7KLV DVVHUWLRQ ZDV UHMHFWHG GXH
speculation that would follow. What if a delay was followed by another delay of no attribution to & systich
results in a failure? Is that the fault of the system or Wtith indirect delayshould be attributed to the system?

$1&RORU FRGHG:- UHVXOWY ZHUH JHQHUDOO\ WKRXJKW KHOSIXO EXW Wt
precision whickdid not exist or was largely subjectivis a result, both scoring methods were retained.

It was pointed out that existingethods such aBailure Modes Effects Analysig-ault Tree AnalysisHHuman
Reliability Analysis and othes can already accommodateman factas andshould be sufficiento address human
causal issueHowever these methods were rejected after consideration due to their anticipated ietmsive
needs (people, time, funding) if used to evaluatertire launch vehicle system.

Another concern vgathe small sample size of Binches used as the basis for this method. While this suggests a
moderately significant statistical error, it should be recognized that the 16 spacecraft missions exhibited similar
failures for compeable roa causes. Thus a largeample size of 21 + 16 = 3iight be inferred. Further, these are
not all identical vehicles, but rather similar vehicles flying different spacecraft on different missions. Statistical
methods predicated on samples taken from idalglementswithin a sample space may not be appropriate. What is
important is a large enough sample space of failures so that no category of root causes was overlooked.

The scoring was greatly influenced by sample space definition: the greater the néifaleres considered and
included in the sarce data described in SectidA- the greater the range of potential scores and range of probabilities
of failure. In this sample space, the greatest probability of failure5v@is¥ (corresponding to a scood > 6.25).
6RPH fLQIDQW PRUWDOLW\:- FDVHV ZHUH QRW LQFOXGHG ZKLFK OLNHO\ U
scoring could be made more representative of history by including those cases.

As was discussed in the Section VI, a pas¢mbajor weaknessan arisevhen there is a change in the organization
which either leads the development or performs the launch operations (or both) between the time of application of the
PHWKRG DQG WKH ODXQFK V\VWHP 1 Vis & ptesinptioRtQat thers © inkRimél chapgdirK LV P H YV
organizations. Negating that presumptamuld greatly compromise thgrognostication.

Lastly, the greast vulnerability to criticism foW KLV PHWKRGRORJ\KRPRIKMWL EKHWIELDV: LQ WKH
Comprehension of the circumstances surrounding the failure are even more important than judging past actions as
imprudent or insufficient. Failure/mishap reports frequently do not describe in great detail the various options
available to the launch direus, their knowledge, and various competing issues all being struggled with during the
pressurentensive countdown. The obvious poor decision in hindsight frequently appears to be the correct decision in
the heat of the moment. Because of this, reliamcgegen) complete accident investigation board reports and experts
with impressive comprehensive experience can still be subjeetrious, credible criticisfi2Q].
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It is important to emphasize thatthe fiStDUW RI WKLV SURFHVV I (VWDEO Lihkelogy QHZ PHW
effort, reliantonthe coD XW KR UV H[SHU L HThE sbcOnp&t ditiiSpidtesB KNS O\LQI WKH QHZ PHW
WR FRQFHSWXDO GHVLJQV: LV WKH abr8spase EdnWUnRyQ@nRoONHUaMIeBigheVa® G E\ W
development programs.

How this new method compares to existing methods suiTAMP/STPA can be seen in Fig). Note that most
of STAMP/STPA pertains to identifying proximate causes and root causes of spasfffailures. Only # bottom
most part of the Fig. 2 (FindingRecommendation®tc) corresponds witlipart of) this new methodology.

A. Review of Past Proximate Causes of Launch Vehicle Failures

A comprehensive source of aerospace failure case stwdisroduced by two former NASA Glenn Research
Center executivesiow leaders oferospace Engineerinfyssociates LLC (AEA)11, 12] They are the cauthors
of this paper. Over the course of their thiptus year careers, they successfully led launch vehicle development
programs and actily served in leadership roles more than sixty launch teanisis this comprehensive experienc
which was fundamental to establishing the credibility of this new metkiolEA, they reviewed and assessed over
fifty NASA and international case studies of launch vehicle and spacecraft failures, and other major system incidents
which became the datakefor this new methodology. The proximate causal data were obtained from accident
investigation board reports, interviews with those directly involved, and subject matter experts. The failure case studies
consisted of 26 launch vehicles, 16 spacecrafl, 2 other aerospace or major systems (ground systems, aircraft,
major test facilities, ety. This was not intended be an-aitlusive database of past launch vehicle failures. Only the
cases evaluated by AEA were used in the formulation ofhthismehodology

B. Establishing Root Causes of Past Launch Vehicle Failures Based on Expert Judgment

After analyzing the failureand their proximate causebe ceauthors developed specific acticsremedy the
mistakes|t is the absenceas these specific aains thacan be viewed as the root causes of the failures. Among their
findings was that the type of aerospace system (launch vehicle, spacecraft, major ground test site, etc.) did not matter
with regard tahe nature of the root causes. Alempt causeypesdid not change with tim@Vhat did mattewas that
humanroot causes dominated failedrdwareURRW FDXVHV ,QGHHG WKH\ VWDWH $$Q H[DPL
other mishaps finds human ertorbe a dominant factgt 3]. - Further, it was foundhiat most failures had more than
one root cause. These findings substantiate the major problem with aerospace systems probability of failure analyses
stated earlier: while methods to assess probability of failure tend to be hardware focused, the rotEnchtsés
humancentric. While a human factelssedmethod may be difficult to repeat consistently, lack statistical rigor, or
be somewhat deficient isystem engineering, it neverthelessuld focus orthe overwhelming majority of the true
(i.e. root) causes of failure. Thereforep $ong as the methodology is reasonably sound, a hifacséors based
probability of failure assessment methodology should be more predictive and useful than methods currently used.

C. Categorizing, Consolidating Similar Root Cawses into Finite Categories

There have been efforts in the past to categorize and consolidate similar root causes. The report of the Mishap
Investigation Board of the ASTRO-E PLVVLRQ LQ KDG D JUDSKLF ZKLFK LOOXVWUDW
fromPUHYLRXV OLVKDSV . ZKL Fict dRdtbleRdd(rivisER]. Thésdoatithors of this study have
published an earlier presentation with (only) four distinct causation categories (one of which-wasdsabnto six
sub-categories]13]. Upon reflectionof the results in Section-B above it was felt that a dozen distinct categories
were needed to adequately capture the various types of root causes without becoming unwieldy. Some categories were
QRWLFHDEO\ DEVHQW WXF KD OV HTOHIQ@W \ CKUDbPIBAR BidERIDR. FY &t isDh® Ectidhs
people failto take with legacy hardware which mattered: insufficient testing, reliance on prior similar design
requirements, erroneously assumihgt implicit limits did not aply, etc. Testing was separated into two categories:
system and subystem/component. This was because system testing is designed to pick up integration and ambient
environment issues, while sislystem/component testing is largely focused on individugfgettionality. Hardware
and software failure root causes (the type which receives a disproportionate amount of attention in other probability
of failure assessments) were found to be relatively minor root causes of failure. Complete explanationsbef the s
groups within each category are as follows:

1) Insufficient or lack of prudent integrated testing is a major root cause of failures in launch vehicles. Not
pursuing a sealled "test as you fly; fly as you test" philosophy is a related charactevistimut sufficient
understanding of interéions within the entire system (which implies careful review and comprehension of
data from an otherwise waetlixecuted test campaigrthe risk of systento-system problems increase
significantly. Test data of aoperating system while in relevant environment (thermal, vacuum, vibration,
etc.) is particularly essential for success.
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Engineering errors can be in the form of faulty hardware design and/or fabrication. Incorrect analytical
modeling (where the actual emation or the environment are not correctly represented) or computational
errors (where engineers make mistakes) if left uncaught can result in launch failures.

Unsound Systems Engineering (SE) practices have been a major impediment to mission sadegssitén

SE (correct design requirements, robust margins, btcihdividuals lacking sufficient depth of experience,
judgment, or critical understanding of the relevant technical field is captured within this area. Directly related
are insufficient meanigful reviews (where major problems are identified, data presented and discussed, and
decisions made) which are displaced by-fomona reviews with delayed critical decisions. SE experts are

also expected to challenge analyses, heritage, and other assismptrder to gage their soundness to base
decisions. Analytic models not correlated with actuals, scaled from other source, or of questionable validity
are also expected to be rooted out by sound SE.

Insufficient or lack of prudent component or ssysem testing is also a major root cause of failures. Prudent
testing prior to integration permits discovery while eaah-systenicomponents isolated from others.

Relying on verification by analysis or comparison with requirements without first obta@sihgeata can give

the program a false sense of security. Heritage hardware/software may appear to save money and effort, but
not validating it for new application, range of operation, or a new environment can risk significant cost and
schedule downstreamlLastly, forgoing lower level testing can miss the opportunity to establish
instrumentation needs which are typically first brought to light duringsggtem level testing.

Failure to follow established processes (or errors in processes) span fabrieatjantegration, and launch
operations. Nosstandard eventtoosely controlled chages and worlarounds not formally incorporated into
standard procegsr not included in the program documentajibave caused serious mishaps.

Failures of hardware apategorized here. These root causes inadladdom part failuregpoor quality andbr
statistically out of tolerance componemt3 §igma). Also included here are multiple unforeseen changes in
program, environment, and secondary effects on hardware, vehdéogy probability chain of events
unfortunately appear to conspire to doom a mission.

"BetterFasterCheaper” is an expression originally coined by a NASA Administrator in the 1990’s and used
as a basis for policy for creating and managimgjor programswith deliberately compressed schedules,
highly constrained cost, artuighly visible to the publiclt is used here are generically to describeraot

causeof failure which can be attributed tonprudently low funding and overworked staff due to an
insufficient schedule imposed to carry out policy initiativElsese conditions sometimes drove staff to take

(or not take) actionagainst their better judgement, believing that resistance was futile.

Poor program management has been a highly visible caose of failures. Inattentiveness to (or
ineffectiveness in) managing problems even when they are prdbraatiening is chief among the
characteristics. The "Normalization of Deviance" is something associated with the Challenger and Columbia
Space Shtie disasters: an unexpected deviation in system performance accompanied by revised expectations
continue until a catastrophic occurrence results. Regrettably, also part of this category is lack of leadership
integrity --- such as provable knowledge thgiragram cannot succeed technicajlgt senior management
continued to spend money and consume resources until termination.

Failures of software are categorized here. Differences between functional specifications and true
requirements can lead to softwdadlures. An all too common aspect is insufficient (or no) independent
verification and validation (IV&V), which invites broken software to remain undetected until too late.

Effective communication between organizations, management, and other memberprofjram’s broader

team is essential. When it fails, the consequences can be devastating. Sometimes there are subtle, but
fundamentally important differences in how organizatioiorganization relationships function. Insufficient
formality between workig gioups have led to unresolvadtion itemswhich later provel programlethal.
Independent reviews are intended to surface problems which are complex, cross many department/systems
lines, too subtle for all but the most experienced staff to identify/oamave escaped all customary checks

and balances. Sometimes reviews take on an air efopmma, where true problems are either ignored or
rationalized. An absence of independent assessment sometimes occurs in programs, where a conflict of
interest gets$n the way of the duty to hold the review. There have been occasions where the independent
review has functioned well, yet the program for whatever reason fails to heed or fully implement the
recommendation®espiteexperienced and diligent program mgees sometimes bathings just happen.

There are other root causes of failure, sometimes unique to a specific program but just as devastating. The
urgency to compete with a foreign adversary may push a program’s leadership to act (or not act) in a way he
would otherwise not. An extremely talented, welpected leader might have such an inspiring effect on his
staff that his untimely departure may cause everyone to lose faith in the project.
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Figure 4: Distribution of Root Causesin Launch Vehicle System Failures

D. Assessment of Root Causes

The root causes of each failwasewere groupethto the twelve categories described abaseimilarities became
apparent The groupings weréhentallied and are showim Fig. 4. There was fairly even distribution amonthe
human failingroot causesvith no clearly dominant categaryhe leading root causes wdaek of sufficient testing
(bothintegrated system and componefdck of appropriate systems engineeriagd engineering & pross errors,
altogether totalingé3% All humanfactor root causes amounted to%7#vhile hardwarefailures, by contrast,
contributed éss than %. In fact, there was only a single case where randonfgihnte was the sole root cauds3].
These results indated that focusing on only oner two root caussto asses the probability of failure would be
inadequate, and that emphasizing statistical hardware faitunéd bemisplaced focusThis assessment confirmed
that amulti-faceted approach focused awmariety of humarcausal factors waneeded.

E. Down Selection of Caseso be Used forthe Basis ofthe Method

Not all caseshat were assessét References 12 & 1®&ere used. Desiring the largest reasonable sample space
initially inspired the inclusion of #hspacecraft failures as well as those of the launch vehicles. Both types of vehicles
had similar characteristics from a general engineering perspective and indeed the failure mechanisms were similar (if
not the same). However, a practical problem becabwioos when the statistical part of this methady was
exercised (Sectiok'-H): how to account for the numerical tot#l spacecrafin the sample space? While the total
number of launch vehicles in the sample space can be reasonably quantified giveeatemilarity, it became
SUREOHPDWLF ZKHQ DGGUHVVLQJ VSDFHFUDIW )RU H[DPSOH VKRXOG DO
+RZ VKRXO&GNRQBY LQWHUSODQHWDU\ VSDFHFUDIW V XF Kcdov-céded) LOHR EH
part of this methodology could be useful for spacecraft, the quantitative part of calculating failures per total sample
space waproblematic. Since there weaesmall but adequate numbaunch vehicle cases, a practical decision was
made to Bclude spacecraft in the analysigace. Aotherconcern over whickaunch vehicleases should be included
was raised with resfeW WR XVLQJ RQON KRPSUHHND WQRBQDYRLG $7HVW RU 5 ' LQIDQW Pl
have reduced the total samglet to a mere 14. Further, the characteristics of the R&D failures were very similar to
those of the operational vehicle failures. So it was decided to include all launch vehiclesfaiturtained in
References 12 & 13while excluding the spacecraft aather systemsThus, of the 54&ases in théotal database, a
subset of 2IFDVH VWXGLHV Rl ODXQFK YHKLFOHVY RQO\ ERWK fG@EHNaHORSPHQW
for this methodology (Table)1



Table 1: SelectedFailure Case Studies of Launch Vehicle Systems

Mission Problem

Research & Development

1

Atlas/Centaur F-1 Premature sheid seperation

Result

Loss of mission

Number in
Series

Description of Total Number in Series

Test fights: 7 LeRC led + F-1

2 Atlas/Centaur AC-5 Premature booster engine shutdomnss of mission, pad See AIC F-1

3 N-1 #1 (Russian) Stage 1 failure Loss of mission 4 Four N-1's in series

4 N-1 #2 (Russian) T - 0 explosion Loss of mission, pad See N-1 #1

5 |N-1 #3 (Russian) Uncontrolled roll Loss of mission See N-1#1

6 N-1 #4 (Russian) POGO Program termination See N-1 #1

7 Titan llIC/Centaur TC-1 Centaur engine start failure Loss of mission 1 Test fight only

8 X-43A Loss of control Loss of mission 3 Three (expendable) vehicles; one failure
Operational

1 Apolo 13 LOX tank explosion Loss of mission 20 Total Service Module fights

2 Apolio 13 Stage Il POGO Potential loss of mission 13 Total Saturn V fights

3 Ariane 5 (501) Loss of control Loss of mission 92 Total up through May 2017

4 |Atlas/Centaur AC-21 Fairing seperation failure Loss of mission 61 Total non-test fight A/C up to 1990 (AC-6

5 Atlas/Centaur AC-24  Avionics hardwear failure Loss of mission See A/C-21

6 Atlas/Centaur AC-33  Loss of control Loss of mission See A/C-21

7 Atlas/Centaur AC-43  Booster engine failure Loss of mission See A/IC-21

8 Atlas/Centaur AC-62 Loss of control during coast Compromised mission See A/IC-21

9 Atlas/Centaur AC-67 Lightining strike Loss of mission See A/IC-21

10 Space Shuttle ChalengerSRM failure Loss of mission 135  Total Space Shuttle fights

11 Space Shuttle Columbia Launch-induced wing damage Loss of mission See Space Shuttle Challenger

12 Titan IlIC/Centaur TC-6 Stage 2 LOX tank problem Potential loss of mission 6 Post TC-1

13 Titan IVB/Centaur -32  Loss of control Loss of mission 16 Total Titan IV/Centaur fiights

359

F. Scoring of Root and Sub-Root Causes with Requisite Expertise

The scoring for the first part of the methodology was done based on judgement of the reoidenidfed in
References 12 & 13F kpert judgeme) \Wredibility of both ceauthorswas established and demonstratedtmsir
successful engineering and managerial leadership of sdsarah vehicle developmentsiore than60 launches
spanning over three decadescidentinvestigation boardsand seveal major conceptual launch vehicle design
studies Such experience drdemonstrated accomplishmentsrevessential in order to correctly identify and judge
roots causes of past failures. Credibiliysicore the second part of the methodoleggpplying the root cause basis
to aconceptual desigr- required much lesexperence at least ondaunch vehicle devepment progranfdoing
actual engineerin@nd project managemenivhich resulted in a successfislunch Further, active launch team
member experienogas essential (i.eon console witteadresponsibilitiegluringat least one successfiduntiown.)

The definitions of theoot causes (though generally similar) varied somewhat in how they were characetedzed

discuissedacross the 2tases (bcause the proximate causes were upigiievas therefore necessary to identify
commoniVNERRW FDXVHV- DW OH Dnes¢h\VWdtRauz€) B edsiraraiRadpedtdofldach root cause
was captured and properly cateiged. Each failure summary wasssessedn a qualitative basis (i.e. color coded)
with respect to each subot causeFigure 5 explains thgcoringscale Initially, onlyaqualitative soringvaspursued
as the main intent of this methodology wasil@t the development program manager to those areas most in need of
DWWHQWLRQ $ tJUHHQ: VFRUH ZDV DVVLIJQHG LI WKHUH ZHUHO®LQLPDO
FDXVH DUHD $ $t\HOORZ- VFRUH ZDV DVVWDQHGRI FBREGIARP\D BCSH HDL WKGE @ U
GHILQLWLRQ DQG UHVRXUFHVY XS WR SURPLQHQW SUREOHPV UHTXLULQ.
IXQGLQJ VWDII DQG RU VFKHGXOH UHOLHI $ fUHG: VERWHQIRGQFDINWNHGR
SUREOHPV WKUHDWHQLQJ SURJUDP YLD Esdic\allficatibh) W KHU LQ WHFKQLFDO

0.0 0.2 0.4 0.6 0.8 1.0

Prominent problems requiring
prompt resolution

Serious problems
Threatening program viability

No or minimal
problems

Correctable problems
within existing program definition

Figure 5: Scoring Scale for Root Causes of Past Launch Vehicle Failures



As the methodology of this analysis evolved, a lead representative of the pigrain was the impetus for
developing this methgdexpressed a strong desire for a quantified measure of probability of faiheedesire was
for anumerical resulsimilar to the producbf the methodvhich wascurrentlyin use(predicated on the mean time
between failures of components used as input to a statistical analysis). It was for that ress@rahvalues were
introduced for each of the dozen root causenjunction with thecolor-codedscoring Here the evaluator vgdree
to specify any decimal value between zero and wiith the colorcoded sukroot causes used as a guide:

JUHHQT \HD@Q@GR Z § U H G 15). An exaplé of the scoring doren one of the
21failure cases isn Table 2: an assessmaitthe Titan IVBCentaur32 failure.The duality of this scale (color and
numeric) allowed for either subjective or objective scoring. While both meat®ohg are aahittedly subjective it
shouldbe kept in mind that what is being attempted to meameteiman errors-- which are by definition subjective.
While each rot cause was distinct, it wascognized thahey were not necessarily independent of the othgus the
complexity of quantifying the interdependencies was thought to result in too many hyptlaticassumptions, so
the rootcause scores were merely summed to produeswdtanttotal root score.Further,since the distribution of
root causes wasirly even (Fig 4), merelysumming he individual root cause scores appeared reasanable

Table 2: Scoring of Root Causes of Titan IVB/Centaur- 32 Failure

Sub-root causeRoot Hardware failure (fight or ground) 0.00
Qualitative Cause Total Poor qualty or statistically out of tolerance component
ScoresScoresScore Muttiple unforeseen programvenvironment changes, or secondary effect
-3.5 5
Insufficient testing (integrated system) 0.70 Faster, Better, Cheaper 0.00
Lack of prudent integrated system testing Overworked staff due to imprudently short schedule -
1RW SXUVXLQJ fWHVW DV \RX IO\ 10\ DV HVW. Imprudently low funding
Insufficient understanding of interactions within entire system
Lack of test data of functioning system while in relevant environment Poor program management 0.00
Lack of leadership integrity
Engineering errors 0.60 Inattentiveness to (or ineffectiveness in) managing problems
Fautty hardware design, fabrication [ | Normalization of Deviance (unexpected deviation, revised expectation)

Incorrect analytical modeling or computational errors

. : : Software failure (fight or ground) 0.80

Ineflective Systems Engineering 0.00 Differences between functional specifications and true requirements

Inadequate SE / engr judgment / understanding, resolving crit problems Insufficient (or no) IV&V

Insufficient meaningful reviews

Failure to challenge analyses, heritage, assumptions Poor team commurication 0.65

Analytic models uncorrelated w/ actuals, il- scaled, or questionable Organization-to-organization differences -
Insufficient testing (components, sub-systems) 0.00 Insuficient formatty between working groups

Lac}( of.prudem component, sub—.systen.w testlng Insufficient use of independent review team guidance 0.00

Verification by analysis or comparison with requirements only Absence of independent assessment -

Heritage hardware/software: not validating for new application " B .

Not establshing instrumentation needs Failure to heed or fully implement recommendations
Process errors 0.80 Others - 0.00

Fabrication, test, integration, or launch process not folowed International pressur8§

Non-standard events, work-arounds not incorporated into process éotf;rzf key leader without comparable replacement

G. Plotting of Resultant Root Catse Scores from Historical Launch Vehicle Data

Each of the failure cases listed in Table 1 were scored accordihg tadthod described in SectivnF. The
resultantotal rootscoreswere plotted in the order of increasing total sconmof causes (Fidg). Scores ranged from
0.10 (for Atlas/Centau24) to 6.25 (for Russianil #4) where the maximum possible score was 12.0. Conveniently,
a somewhat uniform distribution of scores resulted from the assessment even though no deliberate attempt was made
to arive at such a result. Whileo generalizatioacould be made of the results, by observation there did appear to be
a rough grouping of the lowest scores by the unmanned Atlas and Titan vehicles, followed by the manned Space
Shuttle and Apollo/Saturn vedtés,with the greatesscores for the RussianNvehicles.

H. Derivation of the Cumulative Distribution Function to Calculate the Probability of Failure

Because every nerero score represented a case of a failed launch, and increasingra®toresepresented
increasing severity and/or diversity of hurmzausal factors, the probabilistic approach to be applied needed to take
into account both of these characteristics. A cumulative distribution function was chosen to calculate the probability
of failure of conceptual vehicle concepts. Concepts would be scored similarly as with the historic cases in-Section V
F above, then the probability of failure calculated by finding the corresponding cumulative number of failures of
historic cases with that scooe lower. Note that if the cumulative scoring curve in Fig. 6 were to be expanded to
include all of the successful launches, then the first part of the curve (as well as the corresponding bar chart) would be
identically zero for all these cases.
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Figure 6: Root Cause Totals per Failure Case and Their Cumulative Percentage Distribution

Since the cumulative distribution function can be set up as a probabilistic inequality where the independent variable
can range from zero to somalwe, a tweconditioned cumulative distribution function can be set up as the difference
between two cumulative distribution probabilities. These two probabilities are: the chance a score would be zero
(representing the total number of successful launchesf the sample space) and the chance a score would be up to
a nonzero score (of the conceptual design). Subtracting these two probabilities would yield the probability that a
conceptual design would be both a failure and have a score comparablerto béstes with similar severity and/or
diversity of humanFD XVDO IDFWRUV 7KHVH WZR ERXQGLQJ VFRUHV FDQ EH GHVL
IDLOXUH RI D FRQFHSWXDO YHKLFOH VI\VWHP ZRXOG WKHQ HEH RIKWKH IRUI
WKH SUREDELOLW\ 3 RI IDLOXUH HYHQW ( LV D FXPXODWLYH GLVWULE:
variable of interest (the total score of root causes) which can take on a value greater than (a) but less than (b). It is
important to realize that the summation of thenber ofcases corresponding to the scores (a) and (b) are used to
calculate the probabilities (and not the scores themselves).

Below is the derivation of the cumulative probability distribution functiongaibed to estimate the probability
of launch vehicle system failure for future concepts. The cumulative distribution function F where the random variable
of interest X is the total of the dozen causal sources of fdgune whose maximum numerical valugdgiven by:

F«b)= P{B&X* 3"& _ ; & E* (1)
The probability of a successful case (i.e. score = 0) is expressed as:

F«@) = K 3I"& _ ;& ‘ (2)
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The number of case studiescoBsHUH G W KH VD P S (b 3.0Miin thisls¥mple space, there were
21 failures (i.e. 38 successesYherefore, the probability of success of the entire sample spacee (tlikemaximum
numerical value & 0) is given by:

Fx(0) = (35921)/359 = 0.9415 (3)
Thecorresponding chance of failure is given by:
(1-0.9415) = 0.0585 (4)

Which is approximately one chance of failure out of ~ 17 attempts.

The probability of failure for a conceptual vehicle is the difference between the probabiltatesavith its non
zero score and that of a zero score (i.e. success). For exangaacept with a score of 3.8@uld lie between failed
case #1@score = 3.55) and failed case #17 (score = 4.25). There were sixteen failures out of 338 + [Bbirci38d
whose scorg were less than 3.6The probability that aase is a failure and its scoresnas than 3.60s given by
Eq. (5), where Kk(a) corresponds tox D) --- the probability of a successful launch.

3"& _ D ;& x(BE-F(a))= ((H921) + 16/359-0.9415 = 0.98610.9415 = 0.0446 (5)
This is approximately e chance of failure out of ~ 22tempts (a coesponding launch success of 9%%

VI. Testing for Reasonableness dProbability of Failure Prediction

In order to test the reasonableness of the predictions of this methodology, a comparison with actual ground/flight
test data from real vehicle systems was needed. It is important to underscore that this is an assessment of the total
vehicle system (not airgjle failed suksystem, as in Sectiovi-F) prior to operation compared to its actual total
success/failure record at the conclusion of its program. Admittedly, this is difficult torétréspect. The following
example attempts to do just thdio testreasonableness of this failure probability prediction methodology, the
assessment described in SectwC had to beperformed on a comprehensiggstem description of sufficient
technical depth. One optional but recommended part of the scoring was lioimcof comments and source
referencesdr each score giveWhile similar comments were not provided in the scoring dorgeationV-F, this
examplecontairs these comments as a means to substantiate the rationale of the score assigned.

The Shuttle/Centaur upper stage was a joint NA3SBAF program in 1981986 to develop two new
FRQILIJXUDWLRQV RI WKH &HQVDKXPHXS EH B DWROMJ Rorbifiiiy SIEESSHUKIR (Eidd Q
78). Although the program was cancelled only nfenprior its first launch due to the aftermath of the Space Shuttle
Challenger disaster, the essentially complet8 GLPH FRQILJXUDWLRQ zZzDV LPPHGLDWHO\ DGR
Titan IV booster program. Eventually, theRsime was launched sixteen timesTitan 1V from 19942003(Fig. 7b)

7KH YHKLFOHfV KLJKO\ FRPSUHVVHG RULJLQDO GHYHORSPHQW VFKHGX
missions: both were to fly interplanetary trajectories wh886 launch windows could not be missed. The
Shuttle/CentauPreliminary Design ReviewPDR) was followed by &Critical Design Review CDR) only nine
months later. The aggregate data in those PDR and CDR packages was the most concise and comprehensive technical
desciption of the progranjl5, 16]. In addition, a book documenting the history of the Centaur upper stage had a
comprehensive discussion of the technical probkemesuntered during developmé¢ht]. These three sources served
as the basis for scoringing this methodology.

Table 3is the scoring of the Centaur&ime.(Note: while the Centaur was managed by Lewis Research Center
(LeRC), much of the Johnson Space Center (JSC) management actions and decisions negatively impacted Centaur
development. May of these JSéhitiated impacts are reflected in the scoringblere were several potential root
causes of failure noted in the scoring, but the leading problems originated with the disparate approach to Safety by the
two managing NASA Centers of ti@hutle & Centaurstack (JSGndLeRC). This was due to tlencerns over the
large cryogenic propellant upper stage in the cargo hold of the manned Space Shuttle. The significant score in
Ineffective System Engineering, specifically in resolution of critigadblems, stemmed from the fundamental
disagreement between management of NASA LeRC and JSC on critical fluid dumping requirements in case of an
abort. These significant, major system changes driven by safety concerns continued throughout the deagldpment
evenas fnal launch preparationsegan A score of 0.8 was given because it continued to bsoarce of several
prominent problemwhich requiredsignificant (andquick) resolutiors. Safety problems were exacerbated by poor
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team communication, largetlue to organizaticto-organizatiorculturaldifferences. While LeRC continually sought

the resolve technical problems stemming from the need to rapidly and safely dump propellants in the case of an abort,

JSC wadrequentlynonresponsive to requests fechnical data. Further, due to the deatgm of Shuttle/Centaur as

D 13D\ORDG: UDWKRHQWKDQWQ@DIY{ WKH -6& LQWHJUDWLRQ VWDII UDWKHU \
responses to LeRC. These responses were frequently unsatistactwelp resolve engineering problems at the
Shuttleto-Centaur interfaceandwere a continuous source mfjor problemsthus a score of 00®was assigned.

More moderate problems existed in four other areas which may or may not have been resohialifeeveixisting

program budget and schedule. No entire stage propulsive altitude tels@iyittde/Centaur was performéi7].

Propellant system failures and erratic behavior became apparent late in the development, exhibitebpglthet

Level Indicating Systemmount failures andCentaur Integrated Support Systgmnopellant valve operation
respectively. There was no nadvocate reviewrior to program starvhich presumably would have surfaced some

of the liquid hydrogen safety issues. In the afgaoor program management, while LeRC management was proactive
DQG GHWHUPLQHG WR UHVROYH LQWUDFWDEOH SUREOHPV WKH HYLGHQF
requests, and inappropriateness of integration rather than engineaffnig\silvement all on the part of the JSC
management warranted at least aO0s6ore. Further, in the area of normalization of deviance, it had become
commonplace for JSC to issue Shuttle lift commitments which were not documentable and indeed intchekge o
technically substantiated. This resulted in serious problems in performing trajectory design and performance analysis
by the Shuttle/Centaur program staff at LeRC. This atsatributed to thé.60 score. Lastly the Shuttle/Centaur
program achievedn admirable feat by going from proposal material to complete flight configured stages at the Cape
being prepared for launch in a mere 4 %o years. The impressive technical progress in such a short period of time was
evident in the majr review documentatio[15, 16] However, this was accomplished with considerable overtime by

most of the ¢éadership and many of the stffi7]. The zero (i.e. favorable) scores (engineering errors, component
testing, and much of system level testing) could be attributednsidarable contractor and NASA Center technical
expertise brought in from the operational Atlas/Centaur system to staff the new program.

The resultant total system score of 4.20 produced a probability of failure of 4.46 %. The final record of the Centaur
G-3ULPH XSSHU VWDJH RQ WKH 7LWDQ ,9 ERRVWHWMUZ&EINe: pridt ¥oFkdertauvV HY R QH
phase) Thus tle actual system failure rate 867 % compared reasonably well with the predicted védoavever,
the mostimportant reslt was the largelynversequalitativescoring of almost every stipot cause when compared
to the Titan IVB/CentauB2 failure, even though the-Brime upper stagewereessentially the same. A likely
explanation was the change in organizatidriee ShuW OH &HQWDXU RI WKH fv zDV GHYHORS
General Dynamics, while the failure in 1999 came after the transfer to USAF Space Division and Lockheed/Martin
purchase of General Dynamics SSD. Effects of major changes in organizations can be sswgdkisenethodology.

Figure 7a): Shuttle / Centaur G-Prime Upper Stageand Figure 7b): Titan IV Launch Vehicle
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Table 3: Scoring of Shuttle/Centaur GPrime Upper Stage Failure

Sub-root causeRoot
Qualitative Cause Total

ScoresScoresScore
Insufficient testing (integrated system) 0.50
Lack of prudent integrated system testing No aftitude propulsive stage test at 109%; PLIS mount failures; CISS prop valves erratic ops p

1RW SXUVXLQJ fWHVW DV \RX IO\ IO\ DV HVW .  Structural dynamic test campaign, system integration facility (for avionics, S/W, others) System Le
Insufficient understanding of interactions within entire system Most of Centaur adopted/leveraged from existing, long heritage Atlas/Centaur programn
Lack of test data of functioning system whie in relevant environment Most of Centaur adopted/leveraged from existing, long heritage Atlas/Centaur program
Engineering errors 0.00
Faulty hardware design, fabrication
Incorrect analytical modeling or computational errors

System Level lII/IV Program PDR (March 1983) and CDR (Dec 1983) reports
System Level I1I/IV Program PDR (March 1983) and CDR (Dec 1983) reports

Ineffective Systems Engineering 0.70
Inadequate SE / engr judgment / understanding, resolving crit proble! Repeated JSC safety-driven changes in critical fiuid dump system interface between Shuttle & C
Insufficient meaningful reviews System Level l1I/IV Program PDR (March 1983) and CDR (Dec 1983) reports
Failure to challenge analyses, heritage, assumptions Repeated LeRC challenging of astronauts’ LH2 concern with Centaur vs. ET (TLH p. 1.97)
Analytic models uncorrelated w/ actuals, il scaled, or questionable Modal survey performed on test article, trajectory design code based on past Atlas/Centaur figr

Insufficient testing (components, sub-systems) 0.00

Lack of prudent component, sub-system testing

Verification by analysis or comparison with requirements only

Heritage hardware/software: not validating for new application

Not establishing instrumentation needs

System Level lII/IV Program PDR (March 1983) and CDR (Dec 1983) reports
System Level l1I/IV Program PDR (March 1983) and CDR (Dec 1983) reports
System Level l1I/IV Program PDR (March 1983) and CDR (Dec 1983) reports
System Level lII/IV Program PDR (March 1983) and CDR (Dec 1983) reports

Process errors 0.30
Fabrication, test, integration, or launch process not followed Observed lower quality manufacturing, transport, and contractor staff acctions (TLH p. 209-210]
Non-standard events, work-arounds not incorporated into process None identified
Hardware failure (fight or ground) 0.20
Poor quality or statistically out of tolerance component na
Multiple unforeseen program/environment changes, or secondary effe Change from "Element" to "Payload" designation drove critical hardware changes late in developi
Faster, Better, Cheaper 0.50
Overworked staff due to imprudently short schedule Contractor, LeRC leadership 50 to 70 hr weeks year after year p. 196-198; short sched in 19¢
Imprudently low funding - ~$2B current year funding over 4.5 years; Joint NASA & USAF funding
Poor program management 0.60
Lack of leadership integrity - LeRC securing 109% SSME throttle baseline (TLH p. 205, 208, 209)
Inattentiveness to (or ineffectiveness in) managing problems JSC intergration staff rather than JSC engineering staff, delayed tech responses, safety issues (¢
Normalization of Deviance (unexpected deviation, revised expectation) JSC Shuttle lift capability/commitment
Software faiure (fight or ground) 0.00
Differences between functional specifications and true requirements System Level lII/IV Program PDR (March 1983) and CDR (Dec 1983) reports
Insufficient (or no) IV&V System Level I1I/IV Program PDR (March 1983) and CDR (Dec 1983) reports
Poor team communication 0.90
Organization-to-organization differences JSC unresponsive to LeRC technical data requests; difference in Center cultures, JSC Integratic
Insufiicient formality between working groups Sufficient technical working groups between LeRC and GDSSD
Insufficient use of independent review team guidance 0.50
Absence of independent assessment No NAR convened ; continued Safety concerns by astronauts p.197-199 and 206-207
Failure to heed or fully implement recommendations - na
Others 0.00
International pressures na
Loss of key leader without comparable replacement n/a
Others na

VII. Potential Future Applications

7KH '"HIHQVH $GYDQFHG 5HVH DBRAR) ExpErivhehfal\Spack @ 6orin(XSP) is a
currently indevelopmenteusable boostett is intended to beapable of ten suborbital flights in ten days, as well as
hypersonic cruisenissions up to M# = 10t mustalsobe capable of accommodating an expendable upper stage to
perform lov Earth orbit missions. lhas a cosperflight requirement of $5M (amortized over a reasonable, finite
period). This program was the original impetfisr the development of this methodologyhich iscurrently under
consideration for incorporation to some extent in order to further increase the likelihood of launch success.

The promisingnewcommercial launch vehicdesuch as6 SDFH;V )DOFRQULDIQ@GT%aAKHA *OHQQ FR
also profit from this approaainceinfant mortalitystill appears to be a factor. The existing legacy expendable launch
vehicles(Atlas V and Delta IV)continue to fly andstill undergomodfications which could alsbenefit N$6 $ TV
current Space Launch Systeand Orion programs have beepeatedly delayed and costs continue to escfl&te
19]. This newmetlodology couldhelp directchanges to improvier likelihood of succesg-inally, this methodcan
be generalized and plied todifferent types opace propulsive systes (such as Hspace electric propulsipn

14



VIll. Caveats and Concerns

There were several concerns raised about this methodology by staff of the NASA Headquarters Safety Center and
the NASA Glenn Research Centaf&y, Relability and Quality AssurancerBnch. While generally acknowledging
the shortcomings of the more traditional methods and the need for a method such as this one in principle, they urged
cautionin several areasThe authors have accepted manythedir suggestions and introduced solutions into the
methodologyas a resultOther concerns wesgtherrejectedor merely notedwith reasons given here.

It was pointed out that successful launches, if subjected to this assessment, would likely restdeno soares
aswell 7KDW LV QR VXFFHVVIXO ODXQFK LV HIDFWO\ QRRJIIRUPR DY @ XBEBY Q!
into the cumulativedistribution function is not strictly correcthile true, thesourcedata base did not contain
evaluations obuccessful mission3 hus this methodologys URG XFHV D probRiity Hf faRre\nathét than
D FHLT®la@dd%shis concern, saing the 33 post flight reports of successful missions wobheeakd, just
as in the cases of the accident investigation board regfdtte 21 failed missionsThis would require a considerable
amount of effort.

This technique (like most discussedSiections IVVA and-B) focues R Q 1 H U-hBgdtieactions taken (or not
taken). Positive actions (adaptations to new information or feedback loops in decision making) by people are typically
not incorporated into these methodologies, yet are imgartéime correct representations of what actually takes place.
Adaptations and feedback loops (internal and external to systems) are widely acknowledged as essential for successful
outcomes, and their omission represents a meaningful modeling deficieasseissments of probability of failure.
$1)DLOXUH WR FRQVLGHU VXFFHVVIXO YHUVXV XQVXFFHVVIXO DGDSWDWL
behavioral vaability [20]

It was asserted that the sample set was incomplete. That is, it shoulldmireluded launch scrubs and delays
UDWKHU WKDQ MXVW IDLOXUHVY 7KLV DVVHUWLRQ ZDV UHMHFWHG GXH
speculation that would follow. What if a delay was followed by another delay of no attribution to & systich
results in a failure? Is that the fault of the system or Wtith indirect delayshould be attributed to the system?

$1&RORU FRGHG:- UHVXOWY ZHUH JHQHUDOO\ WKRXJKW KHOSIXO EXW Wt
precision whickdid not exist or was largely subjectivis a result, both scoring methods were retained.

It was pointed out that existingethods such aBailure Modes Effects Analysig-ault Tree AnalysisHHuman
Reliability Analysis and othes can already accommodateman factas andshould be sufficiento address human
causal issueHowever these methods were rejected after consideration due to their anticipated ietmsive
needs (people, time, funding) if used to evaluatertire launch vehicle system.

Another concern vgathe small sample size of Binches used as the basis for this method. While this suggests a
moderately significant statistical error, it should be recognized that the 16 spacecraft missions exhibited similar
failures for compeable roa causes. Thus a largeample size of 21 + 16 = 3iight be inferred. Further, these are
not all identical vehicles, but rather similar vehicles flying different spacecraft on different missions. Statistical
methods predicated on samples taken from idalglementswithin a sample space may not be appropriate. What is
important is a large enough sample space of failures so that no category of root causes was overlooked.

The scoring was greatly influenced by sample space definition: the greater the néifaleres considered and
included in the sarce data described in SectidA- the greater the range of potential scores and range of probabilities
of failure. In this sample space, the greatest probability of failure5v@is¥ (corresponding to a scood > 6.25).
6RPH fLQIDQW PRUWDOLW\:- FDVHV ZHUH QRW LQFOXGHG ZKLFK OLNHO\ U
scoring could be made more representative of history by including those cases.

As was discussed in the Section VI, a pas¢mbajor weaknessan arisevhen there is a change in the organization
which either leads the development or performs the launch operations (or both) between the time of application of the
PHWKRG DQG WKH ODXQFK V\VWHP 1 Vis & ptesinptioRtQat thers © inkRimél chapgdirK LV P H YV
organizations. Negating that presumptamuld greatly compromise thgrognostication.

Lastly, the greast vulnerability to criticism foW KLV PHWKRGRORJ\KRPRIKMWL EKHWIELDV: LQ WKH
Comprehension of the circumstances surrounding the failure are even more important than judging past actions as
imprudent or insufficient. Failure/mishap reports frequently do not describe in great detail the various options
available to the launch direus, their knowledge, and various competing issues all being struggled with during the
pressurentensive countdown. The obvious poor decision in hindsight frequently appears to be the correct decision in
the heat of the moment. Because of this, reliamcgegen) complete accident investigation board reports and experts
with impressive comprehensive experience can still be subjeetrious, credible criticisfi2Q].
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IX. Summary and Conclusions

A considerable number and variety of analytic methodologiestexistecast the probability of failure for a major
engineering system. Most of these methods are component haffdaased and statistical in nature. However, it has
been shown repeatedly that the root causes of the overwhelming majority of past kehintshfailures are human
causal factors, not hardware unreliability manifested in a statistical way. While Probabilistic Risk Assessments,
particularly when augmented with Human Reliability Analysis, are effeastablishednethods to determine causes
of failure for specific sutsystems, they can be unwieldy and resoimtensive if used systemvide to predict all
likely means of failure for a launch vehicle system still in development.

A practical, prognostic method based on actual root causestdijpares has been created which can be applied
to an entire launch vehicle system. While lacking in precision and strict statistical orthodoxy, it is relatively easy to
use to generate either qualitative or quantitative results. Its baseline formigapoedicated on data from past
accident investigadn board reportsand judgementby two nationally recognized experts ilunch velcle
development and operatioscumulative, probabilistic distribution function was generated from that analysis. Using
that function and scoring based on provenhufRdd QW ULF URRW FDXVHV Wtkhs & pradddiRtG TV UH V X (
of failure for an exampleasewasshown to be in reasonable agreement with demonstrated actual performance of the
completed launch veHi programHowever, the qualitative scoring of the predicted-sadit causes of failure were
significantly inverse compared to the actual causes of a failed mission. This was attributed to the significant changes
in government and industry leadership amdcution of the program which took place between the time of prediction
and time of failure.

This new methdology is currently under considéian by a DARPA launch vehicldevelopment program. It
could be used in other government and commercial lauekitle programs now in varying stages of development
or upgradingto assist program management in mitigating the true root causes of launch vehicle systemailleire.

a numerical score from a failurisk assessmentill never be actually verifiedueto the elatively small number of
space launche@inlike aircraft or other vehicleshe enhanced focus on actions to mitigate hunssual factors
identified through this method shoutdeaningfully improveeliability of future launch vehicle concepts.
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