US 10,062,356 B1

11

a sync separator circuit configured to produce a burst
sync and a composite sync to preserve the timing of
all blanking level and sync pulse timing of the first
video signal;

a first user adjustment potentiometer configured to
permit a user to adjust a voltage threshold;

a clamp circuit configured to be activated by the burst
sync and configured to set any portions of the first
video signal below the threshold to a maximum dark
level,

a difference amplifier circuit configured to adjust the
maximum dark level to a black level voltage;

a second user adjustment potentiometer configured to
permit the user to adjust gain such that portions of
the first video signal which are above the threshold
are adjusted to a maximum bright level to produce a
processed video signal;

an analog switch circuit configured to be actuated by
the composite sync and configured to combine the
processed video signal with a sync tip voltage to
produce a second composite video signal; and

a display, operatively connected to the analog non-linear

processor, configured to display the second composite

video signal.

2. The apparatus of claim 1, wherein the display further
comprises a virtual reality headset, and an adjustable bin-
ocular assembly mounted to the front of the virtual reality
headset.

3. The apparatus of claim 1, wherein the first camera
comprises a first imager.

4. The apparatus of claim 3, wherein the first imager
comprises a CMOS imager chip.

5. The apparatus of claim 1, further comprising an illu-
minator configured to illuminate a site that the camera is
viewing.

6. The apparatus of claim 5, wherein the illuminator is
mounted on the camera.

7. The apparatus of claim 5, wherein the illuminator
further comprises one or more infrared light-emitting
diodes.
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8. The apparatus of claim 5, wherein the illuminator is
further configured to illuminate at a wavelength of a range
of 940 to 950 nanometers.

9. The apparatus of claim 1, wherein the first camera is
further configured to generate the composite first video
signal using a NTSC format.

10. The apparatus of claim 1, wherein the apparatus is
further configured to automatically set the threshold and the
maximum bright level to a default value.

11. The apparatus of claim 1, wherein the first camera
further comprises an optical lens and a filter.

12. The apparatus of claim 1, wherein the apparatus
further comprises a second camera,

wherein the first camera is configured to generate a first

field of the composite first video signal,

wherein the second camera is configured to generate a

second field of the composite first video signal, and
wherein the display is configured to display the first field
and second field of the second composite video signal.

13. The apparatus of claim 12, wherein the display further
comprises a virtual reality headset, and an adjustable bin-
ocular assembly mounted to the front of the virtual reality
headset, and

wherein the virtual reality headset is configured to display

the first field of the second composite video signal to
the left eye of the user and to display the second field
of the second composite video signal to the right eye of
the user.

14. The apparatus of claim 12, wherein the first camera
comprises a first imager, and wherein the second camera
comprises a second imager.

15. The apparatus of claim 14, wherein the first imager
and the second imager each comprise a CMOS imager chip.

16. The apparatus of claim 12, wherein the first and
second camera are each further configured to generate the
first and second field of the composite first video signal
using a NTSC format.

17. The apparatus of claim 12, wherein the first and
second camera each further comprise an optical lens and a
filter.
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In the depicted embodiment of the invention, the adaptive
nonlinear processor may have one breakpoint for the piece-
wise linear approximation to a nonlinear transfer function to
adjust the contrast and the brightness of the incoming video
signal. However, in alternative embodiments, more break-
points may be easily added through replication of the
maximum value circuit and gain circuits shown in FIG. 1 to
create a piecewise linear approximation to any desired
nonlinear transfer function. These breakpoints may be
manipulated manually, manipulated automatically, fixed, or
any combination of the three.

As described above, the adaptive nonlinear processor of
the invention may be utilized in various embodiments of the
imager. Exemplary embodiments of the imager are
described below in more detail.

FIG. 2 illustrates an example embodiment of an imager
which utilizes an adaptive nonlinear processor according to
the present invention. The imager includes camera 200,
adaptive nonlinear processor 210, and display 220. Camera
200 may be configured to produce a video signal. The
adaptive nonlinear processor 210 may be configured to
receive the video signal from the camera 200, and to process
the video signal by adjusting the contrast of the video signal,
as described in relation to the adaptive nonlinear processor
of FIG. 1. In certain embodiments, the adaptive nonlinear
processor 210 corresponds to an adaptive nonlinear proces-
sor as depicted in FIG. 1. The display 220 may be configured
to display the video signal which is output by the adaptive
nonlinear processor 210.

In this exemplary embodiment, the adaptive nonlinear
processor 210 may receives the video frame from one
camera. Thus display 220 may display a two-dimensional
image of a subcutaneous structure for the user. In certain
embodiments, the adaptive nonlinear processor 210 may be
embedded within the camera 200.

Furthermore, according to certain embodiments, camera
200 may include a low-power complementary metal oxide
semiconductor (CMOS) single-chip imager. Camera 200
may also include an optical lens and a filter according to
certain embodiments. The optical lens and filter of each
camera may be optimized for near-infrared light with a
wavelength range of 940 to 950 nanometers.

In certain embodiments, the camera 200 is a NTSC
camera, which is configured to output a NTSC composite
video signal. However, one of ordinary skill in the art would
readily understand that the processor may work with any
type of camera, and may work with any format of composite
video (such as PAL, and SECAM).

According to the embodiment of the invention, the dis-
play 220 of the imager may be any display which accepts
NTSC video signals. According to certain embodiments, the
display 220 of the imager may be a virtual reality headset.
In certain embodiments, camera 220 is affixed to an adjust-
able binocular assembly mounted to the front of the virtual
reality headset display. The virtual reality headset display
may display a two-dimensional image produced by camera
200 and adaptive nonlinear processor 210.

According to certain embodiments, the imager may
include an illuminator 230. The illuminator is configured to
illuminate the site that camera 200 is viewing. In certain
embodiments, the illuminator may be mounted to camera
200. However, one of ordinary skill in the art would readily
understand that in alternative embodiments, the illuminator
230 may be a separate, stand-alone component. Further-
more, one of ordinary skill in the art would readily under-
stand that the imager may function using natural light,
without the aid of an illuminator. Thus, while the embodi-
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ment of the imager depicted in FIG. 2 includes an illumi-
nator, in other alternative embodiments of the invention, the
imager may not include an illuminator.

The use of illuminator 230 may allow the imager to
penetrate the skin and view subcutaneous structures in
greater detail. In certain embodiments, illuminator 230 may
include, for example, one or more of infrared light-emitting
diodes. Infrared light may be useful in penetrating the skin
and viewing the subcutaneous structure. In alternative
embodiments, illuminator 230 may comprise a quartz halo-
gen lamp. A quart halogen lamp is also very rich in near
infrared-light, and may allow subcutaneous structures to
stand out, with the subcutaneous structure appearing very
black in contrast to the skin, which appears very white.

Furthermore, in certain embodiments, the illuminator 230
may be configured to emit near-infrared light with a wave-
length of a range from 940 to 950 nanometers. A wavelength
of a range from 940 to 950 nanometers may be optimal,
since the wavelength penetrates the skin well, melanin at
that wavelength, the CMOS imager of the camera 200 is
very sensitive at that wavelength, and that certain types of
blood (such as blood with reduced hemoglobin values)
absorbs light strongly at that wavelength.

According to the embodiment depicted in FIG. 2, camera
200, adaptive nonlinear processor 210, and display 220 may
be separate components, which may be operatively con-
nected. However, one of ordinary skill in the art would
readily understand that in alternative embodiments, camera
200, adaptive nonlinear processor 210, and display 220 may
be physically connected as an integrated structure. For
example, a portable handheld, battered powered device with
an embedded illuminator, camera and display is consistent
with the spirit and scope of the invention.

FIG. 3 illustrates an example embodiment of an imager
which utilizes an adaptive nonlinear processor according to
the present invention. In this exemplary embodiment, the
imager includes a first camera 300 and a second camera 310.
Cameras 300 and 310 may each configured to produce a
video signal. According to certain embodiments of the
invention, cameras 300 and 310 may each correspond to
camera 200 as depicted in FIG. 2.

The imager also includes an adaptive nonlinear processor
320. The adaptive nonlinear processor 320 may be config-
ured to receive the video signal from the cameras 300 and
310, and to process the video signal by adjusting the contrast
of the video signal, as described in relation to the adaptive
nonlinear processor of FIG. 1. In certain embodiments, the
adaptive nonlinear processor 320 corresponds to an adaptive
nonlinear processor as depicted in FIG. 1. The imager also
includes a display 330 configured to display the video signal
which is output by the adaptive nonlinear processor 320.

Because the embodiment of the invention depicted in
FIG. 3 includes two cameras, as opposed to one camera as
shown in the embodiment of the invention depicted in FIG.
2, the manner in which the cameras 300 and 310 provide the
video signal may be utilized to produce a three-dimensional
image of a subcutaneous structure.

The manner in which cameras 300 and 310 may provide
the video signal to the adaptive nonlinear processor 320 will
now be discussed in more detail, according to an embodi-
ment of the invention. A NTSC camera normally produces
an odd and even field of a video frame. A standard NTSC
video signal is divided into odd and even fields every Yeoth
of a second, with the second field interlaced or vertically
offset between the scan lines of the first, to produce a
complete image every “soth of a second. An identity of the
field tells the monitor, camera, or other video device,
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