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(57) ABSTRACT

An apparatus, method, and computer program that can learn
a linear or non-linear transfer function are disclosed. In one
embodiment, for example, a computer -implemented method
may include creating a plurality of combinations for at least
one input, and calculating an output for the plurality of
combinations. The method may also include calculating an
error based on the calculated output.
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SYSTEMS AND METHODS FOR TRANSFER
FUNCTION ESTIMATION USING
MEMBERSHIP FUNCTIONS

ORIGIN OF THE INVENTION

The invention described herein was made by employees
of the United States Government and may be manufactured
and used by or for the Government for Government pur-
poses without the payment of any royalties thereon or
therefore

FIELD

The present invention is related to a method and hardware
realization thereof, and, in particular, to a non-linear method
of capturing and effecting a transfer function for a single
input, single output function, multiple input, multiple output
function, single input, multiple output, etc.

BACKGROUND

Small space flight instruments and other such instruments
have been confined to simple systems utilizing microcon-
trollers and microcontroller cores. Microcontrollers can per-
form linear transfer function calculations readily, but when
non-linear calculations are needed, many microcontrollers
do not contain the resources to perform the non-linear
calculations. Learning algorithms are one method of solving
for and calculating non-linear transfer functions. Most learn-
ing algorithms typically reside in larger computation frames
and are rather complex. Fuzzy logic systems work well with
microcontrollers, but adaptive fuzzy systems require a great
deal of computational power. Thus, a simpler solution to a
self-learning, auto adaptive system may be attractive for
smaller instruments. For example, a method and system for
such instruments that may learn a linear or non-linear
transfer function may be beneficial.

SUMMARY

Certain embodiments of the present invention may pro-
vide solutions to the problems and needs in the art that have
not yet been fully identified, appreciated, or solved by
current learning systems. For example, the method may
allow a system to take any kind of unknown transfer
function (linear or non-linear), learn and store the transfer
function, and effect the system when embedded, for
example, in a micro-controller.

In one embodiment, a computer-implemented method is
provided. The computer-implemented method includes cre-
ating, by a computing system, a plurality of combinations
for at least one input, and calculating an output for the
plurality of combinations. The computer-implemented
method may also include calculating, by the computing
system, an error based on the calculated output.

In another embodiment, an apparatus is provided. The
apparatus includes at least one processor, and memory
including a computer program. The computer program, with
the at least one processor, is configured to cause the appa-
ratus to create a plurality of combinations for at least one
input, calculate an output for the plurality of combinations,
and calculate an error based on the calculated output.

In yet another embodiment, a computer-implemented
method is provided. The computer-implemented method
includes calculating, by a computing system, an output value
for the at least one input, and calculating an error value for

2
the at least one input based on the output value and a desired
output. The computer-implemented method also includes
updating at least one weight and a constant associated with
each combination for the at least one input.

5

BRIEF DESCRIPTION OF THE DRAWINGS

In order that the advantages of certain embodiments of the
invention will be readily understood, a more particular

to description of the invention briefly described above will be
rendered by reference to specific embodiments that are
illustrated in the appended drawings. While it should be
understood that these drawings depict only typical embodi-
ments of the invention and are not therefore to be considered

15 to be limiting of its scope, the invention will be described
and explained with additional specificity and detail through
the use of the accompanying drawings, in which:
FIGS. 1A-1C are flow diagrams illustrating a process for

operating or training a fuzzy neuron, according to an
20 embodiment of the present invention.

FIG. 2 is a diagram illustrating operation of a fuzzy
neuron, according to an embodiment of the present inven-
tion.
FIG. 3 is a diagram illustrating training of a fuzzy neuron,

25 according to an embodiment of the present invention.
FIG. 4 is a diagram illustrating an example of scaling of

a fuzzy neuron, according to an embodiment of the present
invention.

FIG. 5 illustrates a block diagram of a computing system,
30 according to an embodiment of the present invention.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

35 One or more embodiments pertain to a method that allows
single-to-multi-input, single-to-many-outputs system trans-
fer functions to be estimated from input/output data sets. The
method may run in the background while the system is
operating for other purposes or may be utilized oflline using

4o data sets created from observations of the estimated system.
The method may utilize a set of fuzzy membership functions
spanning the input space for each input variable. Linear
combiners associated with combinations of input member-
ship functions may be used to create the ouput(s) of the

45 estimator. Coefficients may be adjusted on line through the
use of the learning algorithms.
The method may create usable models that can effect any

number of complex transfer functions such as a continuous
exclusive OR function, time domain (slew rate) filter, auto-

50 matic gain controller, non-linear algebraic function calcula-
tor, etc. This method may be embedded within microcon-
trollers, facilitating simple and effective placement of
learning functions and adaptive elements into small hard-
ware systems, including instruments for space, bioimplant-

55 able devices, stochastic observers, etc.
FIGS. 1A-1C are flow diagrams 100 illustrating a process

for operating or training a fuzzy neuron, according to an
embodiment of the present invention. The following
description of the process shown in FIGS. 1A-1C is pro-

60 vided in conjunction with FIGS. 2 and 3.
In FIG. 1A, the process begins at 105 with a computing

system receiving an input for a transfer function from, for
example, a computing unit. In certain embodiments, the
computing unit may be a microcontroller, a processor, an

65 analog-to-digital (A-to-D) converter, a data bus, etc. In
FIGS. 2 and 3, for example, input A is received and fuzzifiers
a through h are associated with input A.
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cation do not necessarily all refer to the same embodiment
or group of embodiments, and the described features, struc-
tures, or characteristics may be combined in any suitable
manner in one or more embodiments.

One having ordinary skill in the art will readily under-
stand that the invention as discussed above may be practiced
with steps in a different order, and/or with hardware ele-
ments in configurations that are different than those which
are disclosed. Therefore, although the invention has been
described based upon these preferred embodiments, it would
be apparent to those of skill in the art that certain modifi-
cations, variations, and alternative constructions would be
apparent, while remaining within the spirit and scope of the
invention. In order to determine the metes and bounds of the
invention, therefore, reference should be made to the
appended claims.

The invention claimed is:
1. A computer -implemented method, comprising:
storing, by a computing system, a plurality of sets of

component values of a linear process in association
with a plurality of pointers, wherein each one of the
plurality of pointers is stored in association with one of
the plurality of sets of component values of the linear
process, wherein each one of the plurality of pointers
comprises designations of at least two membership
functions of a plurality of membership functions;

receiving, by the computing system, input data, the input
data comprising a first input value and a second input
value;

classifying, by the computing system, the input data based
on the plurality of membership functions, wherein each
membership function provides a membership fraction
for an input value that varies as a function of that input
value, wherein each membership fraction indicates a
strength of membership associated with a correspond-
ing one of the membership functions, wherein classi-
fying the input data generates classifying data, wherein
the classifying data comprises:
a first set of non-zero membership fractions associated

with a first set of membership functions for the first
input value;

a second set of non-zero membership fractions associ-
ated with a second set of membership functions for
the second input value; and

designations associated with membership functions
belonging to the first and second sets of membership
functions;

generating, by the computing system, a plurality of com-
binations of values of the classifying data, wherein
each combination comprises:
a first designation of a first membership function of the

first set of membership functions;

8
a second designation of a second membership function

of the second set of membership functions; and
a minimum membership fraction between the member-

ship fraction provided by the first membership fun-
s tion and the membership fraction provided by the

second membership function, wherein each combi-
nation of the plurality of combinations corresponds
to one of the plurality of pointers;

retrieving a subset of the plurality of sets of component
10 values of the linear process for the first and second

input values based on the pointers corresponding to the
generated combinations;

calculating, by the computing system, a plurality of
15 intermediate values by performing the linear process on

the first and second input values using each retrieved
set of component values of the subset; and

calculating, by the computing system, an output for the
input data using a combination of the plurality of

20 intermediate values and the minimum membership
fractions associated with the generated combinations,
wherein the combination of the plurality of intermedi-
ate values and minimum membership fractions is a
model of a non-linear transfer function.

25 2. The computer -implemented method of claim 1,
wherein the linear process comprises a weighted polynomial
combination of the input data.

3. The computer -implemented method of claim 2,
wherein the combination of the plurality of intermediate

30 values and minimum membership fractions associated with
the generated combinations comprises multiplying each of
the intermediate values by a corresponding minimum mem-
bership fraction to generate a plurality of scaled values,

35 adding the plurality of scaled values to generate a scaled
sum, and dividing the scaled sum by a sum of the minimum
membership fractions of the generated combinations.

4. The computer -implemented method of claim 1, further
comprising, calculating, by the computing system, an error

40 
based on a difference between the output and a desired value
wherein an error is calculated based on each desired output
and each calculated output.

5. The computer -implemented method of claim 4, further
comprising updating the plurality of sets of component

45 values based on the calculated error.
6. The computer -implemented method of claim 4,

wherein the desired value is a predetermined value.
7. The computer -implemented method of claim 4,

wherein, prior to updating the plurality of sets of compo-

50 
nents values, the plurality of sets of component values each
comprise a random set of numbers.
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