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Considerations for Implementing a 
Voice-controlled Spacecraft System  

Through a Human-Centered Design Approach 
Abstract 

As computational power and speech recognition algorithms improve, the consumer market will see 
better-performing speech recognition applications. The cell phone and Internet-related service industry 
have further enhanced speech recognition applications using artificial intelligence and statistical data-
mining techniques. These improvements to speech recognition technology (SRT) may one day help 
astronauts on future deep space human missions that require control of complex spacecraft systems or 
spacesuit applications by voice. Though SRT and more advanced speech recognition techniques show 
promise, use of this technology for a space application such as vehicle/habitat/spacesuit requires careful 
considerations. There are still recognition challenges to overcome such as background noise, human 
speech variability, and task loading.  However, implemented correctly, a voice-controlled spacecraft 
system (VCSS) can provide a useful, natural and efficient form of human-machine communications 
during complex tasks such as when the hands and eyes are busy or as an aid for vehicle situational 
awareness inquiries or collaborative human-robot tasks.  
 
This document provides considerations and guidance for the use of SRT in VCSS applications for 
space missions, specifically in command-and-control (C2) applications where the commanding is user-
initiated. First, current SRT limitations as known at the time of this report are given. Then, highlights 
of SRT used in the space program provide the reader with a history of some of the human spaceflight 
applications and research. Next, an overview of the speech production process and the intrinsic 
variations of speech are provided. Finally, general guidance and considerations are given for 
development of a VCSS using a human-centered design approach for space applications that includes 
vocabulary selection and performance testing, as well as VCSS considerations for C2 dialogue 
management design, feedback, error handling, and evaluation/usability testing. 
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This document provides considerations and guidance in developing a VCSS for space applications. 
Specifically, it addresses C2 dialogue applications associated with controlling a subsystem by voice 
(such as a camera or a robot system), dictation, or retrieving information such as system status or data 
files. In C2 applications, the user initiates the dialogue (user-initiated) rather than the machine 
(computer-initiated). First, current SRT limitations as known at the time of this report are given. Then, 
highlights of SRT used in the space program provide the reader with a history of some of the 
applications used in space research. Next, an overview of the speech production process and the 
intrinsic variations of speech are provided. Then, general VCSS development guidance using a human-
centered design approach is given. Finally, considerations for vocabulary selection, C2 dialogue, 
feedback, error handling, and evaluation/usability testing are discussed.  

2. Definitions 

2.1 Command and Control (C2) 

Dialogue style that is user-initiated where the user is the decision-maker that commands and directs the 
application. In this C2 dialogue, the machine is passive but responsive to the commands. Note: This 
type of C2 machine conversation is also useful for searching, limited menu-driven applications, and 
limited natural language processing (NLP). 

2.2 Confusability Matrix 

A tool used in performing a speech-recognition engine vocabulary performance test. The number of 
spoken words in the vocabulary that are correctly recognized or confused with another word in the 
vocabulary is recorded in the matrix. Example: For a vocabulary of 10 words each spoken 5 times, a 
perfect score of 5 in each of the diagonal cells would be recorded. See Table 2 for an example of a 
confusability matrix. 

2.3 Command and Control (C2) dialogue management 

The interaction flow structure of the application that enables the user to accomplish the task. Based on 
the word/phase recognized and confidence scoring, the C2 dialogue management orchestrates the 
commanding and feedback to the user comprised of prompts (tones or voice) as well as handling errors. 

2.4 Speech Recognition Grammar 

A set of word pattern rules that restricts word/phrase choices during the speech recognition process. It 
tells the dialogue manager what to expect the human to say. 

2.5 Human-Centered Design (HCD) 

The human-centered design process incorporates the user's perspective into the hardware/software 
development process to achieve a usable and acceptable system. 
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5. Speech Variations  

The human speech process contains variations associated with fundamental physiological and/or 
psychological factors. These differences can be the result of intrinsic human variations, such as vocal 
tract cavity changes, and/or changes due to the environment, physical, and cognitive stresses. 

5.1 Human Intrinsic Speech Variations 

Speech recognition or a natural language understanding system will never achieve 100% recognition 
and understanding; Even humans cannot attain that. In fact, a speech recognition system is similar to a 
person with hearing problems such that hearing worsens with higher noise levels. The purpose of SRT is 
to detect and categorize a sound wave coming from a microphone into one of the basic units of speech, 
namely word comprised of phonemes.  In the English language, there are about 40 phonemes while 
other languages have more or less. The challenge for the speech recognition system is to detect these 
phonemes, compare them against other similar phonemes using statistical models, and match them 
against a known library comprised of known words, phrases, and sentences.  

Figure 1 shows the speech production vocal organs associated with the vocal tract. The lungs, 
diaphragm, and stomach serve as the air stream source through the larynx. The larynx includes the vocal 
cords that modulate the airflow from the lungs. This modulation creates a quasi-periodic pressure wave 
impulse with a specific frequency determined by muscle tension force and the mass and length of the 
vocal tract. These factors vary by age and gender. The vocal tract cavities filter the air stream between 
the glottis and the lips. The lips, tongue, and teeth further modify the air stream. The result is a sound 
wave emanating from the mouth as either voiced or unvoiced speech signal.  

 

Figure 1 Voice Production (Johns Hopkins Voice Center)  

Unvoiced speech is aperiodic with low energy compared to voiced speech. For voiced speech, both the 
vocal chords and the vocal tract are used. Consequently, voiced speech is periodic and is most important 
for intelligibility. The energy of voiced regions is an order of magnitude larger than of unvoiced regions 
[2]. An example of voiced speech would include the vowel sounds. Example of unvoiced would be like 
the consonants /p/, /s/, /t/, or /k/. Also, some nasal consonants such as /n/ and /m/ are not as energetic as 



 

14 

 

Figure 5 STS-78 Voice Command System Dialogue Structure 

6.3.2 VCSS Activation and Readiness  

Background noise and crew/mission control communication chatter could potentially inadvertently 
activate the system. Therefore, consider using �D�Q���³�D�U�P���D�Q�G���I�L�U�H�´��command structure to ensure the 
system task C2 dialogue is reliably activated when needed�����7�K�H���³�D�U�P�´���F�R�P�P�D�Q�G���V�K�R�X�O�G���E�H���D���U�R�E�X�V�W��
word that causes the C2 dialogue to transition to a state node �W�K�D�W���D�Z�D�L�W�V���W�K�H���³�I�L�U�H�´���F�R�P�P�D�Q�G���Z�L�W�K�L�Q��a 
certain time period�����,�I���W�K�H���³�I�L�U�H�´���F�R�P�P�D�Q�G��is not annunciated within the specified time, the system 
returns to lis�W�H�Q�L�Q�J���I�R�U���W�K�H���³�D�U�P�´���F�R�P�P�D�Q�G����Auditory or visual or both readiness indication should be 
provided to the user that the system is ready to accept voice commands. In case of background noise 
inadvertently triggering the recognizer, consider using a push-to-talk electrical switch. In addition, in the 
event an �³�D�U�P-and-�I�L�U�H�´���F�R�P�P�D�Q�G�L�Q�J structure is not working well, consider providing a toggle switch 
to transition from standby to commanding the system.  

6.3.3 VCSS Deactivation 

Consider a means to deactivate the voice control of the task through a meaningful multi-syllable 
command word, distinct from the other vocabulary words. For gloved-box operations such as 
dictation/taking notes, consider a VCSS microphone input switch to disable the voice into the 
recognizer might need to be located inside the glove-box. When the user needs to speak to another crew 
member, s(he) can hit the switch to disable communications with the recognizer. Like activation, 
consider providing a toggle switch and associated feedback to transition to a standby/non-commanding 
mode. 
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Consider using a recognizer that contains different acoustic models to deal with the noise and provide a 
means to inhibit the recognizer when the user is not commanding the system. The system should also 
provide feedback to the user.  

6.4.6 Spoke-too-Soon Error 

Spoke-too-soon error is an instance when the user spoke before the system was ready or background 
noise was detected as speech. This usually happens when the user is not notified when to speak and/or 
the background noise levels are high.  

Consider designing in a short prompt along with a tone or beep sound to indicate to the user the system 
is ready to accept a spoken command. Alternatively, a push-to-talk button could be used, particularly in 
noisy environments. 

6.5 Usability Evaluation and Testing 

Despite using the best human-centered design processes, there is still the likelihood that the VCSS 
design has flaws. Therefore, usability evaluation and tests are a vital part of the human-centered design 
process and are highly recommended during the development phase of the project [23]. This section 
provides usability evaluation and test considerations as part of the VCSS development and certification 
effort. Though the assessment and test can be time-consuming and expensive, the return on value has 
been shown to be as much as 25-35% improvement [24]. An HSI practitioner should lead usability 
evaluation and test development planning. 

6.5.1 Test Planning and Scheduling 

Test planning should begin early in the development lifecycle for both usability evaluation and testing. 
The development schedule should permit numerous evaluations and test sessions. Also, scheduling 
should allow enough time between evaluations and test to make changes based on an evaluation or test 
outcome. Usability evaluations are informal tests to evaluate candidate systems or continue to evolve a 
selected design after preliminary design review. After critical design review, plan on doing several crew 
evaluations in a high-fidelity environment to further refine the vocabulary and dialogue management. 
The final tests are usability run-for-the-record testing to verify/validate requirements.  

6.5.2 Performance Metrics 

VCSS performance metrics developed for the usability evaluation or testing should be observable and 
quantifiable.  They should disclose the VCSS interface effectiveness (completing a task in a certain 
time), efficiency (effort required), and satisfaction (How happy was the user with the use of the 
system?) [22]. In addition, for a VCSS, how many errors that caused a loss of efficiency or task failure 
should be captured. Note that errors in speech recognition and C2 dialogue prompting/feedback should 
be uncoupled, i.e. tested independently, as excellent recognition with a poorly designed C2 dialogue 
could result is out-of-vocabulary words is no better than a poor performing recognizer hiding an 
effective C2 dialogue design [3]. 

6.5.3 Test Facilities 

A usability lab should be available for performing usability evaluation and testing. The lab should be 
equipped with instruments and data capture devices that the HSI practitioner recommends for 
evaluating/test the VCSS. Early on, the VCSS is a prototype or engineering model. For usability testing 
to formally verify and validate requirements, the VCSS should be a flight equivalent unit or flight unit 
reserved for testing and the environment should be as close to the actual one as possible.  
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7.0 Conclusion 

The guidelines and considerations presented here provide a project team with a systematic approach to 
developing a C2 speech application for space. Though speech recognition technology has improved 
considerably, for space applications its presents many mission challenges to overcome. However, a 
reliable and robust C2 VCSS is possible with a human-centered design process, iterative development 
usability evaluation/test, careful vocabulary selection, and dialogue management design and grammar 
rules.  
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7.0 Conclusion 
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