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Abstract. To realize the full benefit from autonomy, systems will have to react 
to unknown events and uncertain dynamic environments. The resulting number 
of behaviors is essentially infinite; thus, the system is effectively non-determin-
istic but an operator needs to understand and trust the actions of the autonomous 
vehicles. This research began to tackle non-deterministic systems and trust by 
beginning to develop a user trust function based on intent information displayed 
and the prescribed bounds on allowable behaviors/actions of the non-determinis-
tic system. �/�L�Q�H�D�U���U�H�J�U�H�V�V�L�R�Q���V�K�R�Z�V���S�U�R�P�L�V�H���R�Q���E�H�L�Q�J���D�E�O�H���W�R���S�U�H�G�L�F�W���D���S�H�U�V�R�Q�¶�V��
�F�R�Q�I�L�G�H�Q�F�H���R�I���W�K�H���P�D�F�K�L�Q�H�¶�V���S�U�H�G�L�F�W�L�R�Q�������/�L�Q�H�D�U���U�H�J�U�H�V�V�L�R�Q���W�H�F�K�Q�L�T�X�H�V���L�Q�G�L�F�D�W�H�G��
that subject characteristics, scenario difficulty, the experience with the system, 
and confidence earlier in the scenario account for approximately 60% of the var-
iation in confidence ratings. This paper details the specifics of the liner regression 
model �– essentially a trust function �– �I�R�U���S�U�H�G�L�F�W�L�Q�J���D���S�H�U�V�R�Q�¶�V���F�R�Qfidence. 
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1 Introduction  

A primary goal is for public and civil operators is to have one person managing several 
vehicles with different mission goals. To realize the full benefit from autonomy, these 
systems will have to react to unknown events and uncertain dynamic environments. The 
resulting number of behaviors is essentially infinite; thus, the system is effectively non-
deterministic. So, rather than verify that an autonomous agent provides the correct an-
swer in all cases, an impossibility with a non-deterministic system, instead determine 
whether verifying a defined solution space (i.e., bounds on system behavior) is feasible. 

An operator overseeing a group of autonomous vehicles is a direct application of this 
approach. The operator needs to understand and trust the actions of autonomous vehi-
cles. Achieving trust will become even more difficult and complicated if vehicles are 
able to make effectively non-deterministic decisions. An operator may learn to not trust 
or have confidence in such a vehicle if he is unable to understand why an autonomous 



paused so that the subject could answer the questions described 3.4. At the end of the 
run, subjects also completed an electronic version of the NASA-TLX. At a change of 
display, subjects had 2 practice runs that behaved just like the data runs. 

5 Results for End Confidence Rating 

Data was analyzed using IBMfi  SPSSfi 1 V24 automatic linear regression techniques. 
Significance was taken at p�d0.05. 

The linear regression to predict confidence rating at the end of the run had an accu-
racy of 62%. The significant factors are earlier confidence ratings during the run, sub-
ject personality, path deviation level, when the run occurred, and an intercept of 36 (Eq. 
1). 

   (1) 

where 

  

5.1 Earlier Confidence Ratings Effects on End Confidence Rating 

From Eq. 1, the confidence rating at the 10 sec interval affected the end confidence 
rating by a factor of 0.21 (p �d 0.01; importance = 0.15) and the confidence rating at the 
20 sec interval affected the end confidence rating by a factor of 0.24 (p �d0.01; im-
portance = 0.16). As can be seen in Fig. 6, the confidence ratings during a run increase 
as the run continues. Thus, as the run continues, newer information influences the end 
confidence rating the most. 

                                                           
1The use of trademarks or names of manufacturers in this report is for accurate reporting and does 
not constitute an official endorsement, either expressed or implied, of such products or manu-
facturers by the National Aeronautics and Space Administration. 
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Table 1. End confidence rating mean error statistics for each subject. Absolute error is calculated 
using Eq. 2. 

Subject 
Mean 

Absolute 
Error 

Absolute 
Standard Error 
of the Mean 

Absolute 
Maximum 

Error 

Absolute 
Minimum 

Error 
5 5.5 1.6 24.3 0.2 
8 9.5 2.8 40.4 0.5 
6 6.0 0.9 13.8 1.5 
3 9.8 1.8 23.0 1.2 
1 7.0 1.4 17.4 0.1 
2 8.7 1.5 20.7 0.0 
4 8.3 1.5 21.3 0.2 
7 10.4 1.8 22.3 0.3 
9 24.6 3.6 43.1 0.1 

6 Discussion 

The above results indicate that an op-
�H�U�D�W�R�U�¶�V�� �F�R�Q�I�L�G�H�Q�F�H�� �R�U�� �W�U�X�V�W�� �F�D�Q�� �E�H��
predicted by objective measures (see 
Eq. 1). Each successive confidence 
rating builds on previous confidence 
ratings for a particular run. The func-
tion also is dependent on the sub-
�M�H�F�W�¶�V�� �S�H�U�V�R�Q�D�O�L�W�\�� �Z�L�W�K�� �U�H�J�D�U�G�V�� �W�R��
workload, how easily he may be-
come frustrated, and his perfor-
mance. The time or experience 
within a mission also affects trust. 
Lastly, if the vehicle has large devi-
ations from the proscribed path, con-
fidence decreases. Although the in-
formation provided on the display 
did not affect the linear regression, it 
did highlight the deviations; therefore, 
this variable may have rolled up into 
the scenario deviation variable. In 
general,  

  

7 Conclusions 

A primary goal is for public and civil operators is to have one person managing several 
vehicles with different mission goals. To realize the full benefit from autonomy, these 

Fig. 10. Example end confidence rating of a sub-
ject (black icons) compared to predicted end 
confidence ratings (gray icons). Circles indicate 
easy and medium scenario difficulty. Squares 
indicate hard scenario difficulty. 






