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antennas to enable prioritizing of one session over another.  In addition to near-real time traffic, replay traffic may 
be given the highest priority so that additional latency is kept to a minimum.  EDOS QoS configurations are 
extremely flexible providing assignment of an arbitrary number of priority levels, with each priority receiving a 
configurable amount of bandwidth.  High-rate traffic at any priority will be given the full bandwidth if there is only 
one session in progress.  
 

 
Figure 2.  WAN bandwidth utilization between ground station and central site without QoS  

 

 
Figure 3.  WAN bandwidth utilization between ground station and central site with QoS 

 
The EDOS QoS appliances are small servers running only the SUSE Linux operating system (SUSE) with no 
additional software required. Other traffic management devices were considered; including commercial appliances 
such as Packeteer or NetEqualizer, but the open source Linux kernel version satisfied the requirement and was 
extremely cost effective.  The QoS Box has only two network interfaces.  It functions as a router in forwarding 
packets from one interface to another.  It also classifies and shapes the packets based on the TCP destination port.  
Traffic shaping occurs on the data egress interface, unidirectional.  The QoS queuing mechanism is known as 
Hierarchical Token Bucket (HTB) classful queuing, built right into the standard Linux kernel.  EDOS QoS is 
configured in Linux using Traffic Control (tc) commands, included with the Linux kernel. The Hierarchical Token 
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Significant architectural changes were needed for EDOS to make use of the available open networks in addition to 
the existing closed network connections.  Both ground station front-end processors (EBoxes) and the central site 
Level 0 processors (RBoxes) were located on the closed network.  Some EBoxes at each ground station with an 
open side network connection needed to be moved to the open network since physical separation between open and 
closed networks is required.  Also, all of the RBoxes in the central site needed to be moved from the closed network 
to the local open network to accept connections from both closed and open EBoxes.  This new EDOS architecture 
�Z�D�V���F�D�O�O�H�G���W�K�H���³�K�\�E�U�L�G�´���D�U�F�K�L�W�H�F�W�X�U�H���V�L�Q�F�H���L�W���V�X�S�S�R�U�W�H�G���(�%�R�[�H�V���R�Q��both the closed and open networks concurrently 
connecting to RBoxes now located on the open network.  Figure 10 below shows the typical hybrid configuration of 
EDOS at the ground station. 

 
Figure 10.  Typical EDOS Ground Station High-Rate Hybrid Architecture 

 
The hybrid LZPF architecture supports both the closed and open network ground station interfaces with no changes 
to Level 0 processing of the mission data received at the RBox.  The open network connections do not replace the 
closed network connections; they augment the network configuration.  Where both networks are available, the 2 
network interfaces serve as backup for each other, and can even be used in parallel to augment WAN bandwidth for 
concurrent mission downlinks.  Additionally, by using the high-rate matrix switch the same data can be routed to 
both closed and open EBox front-end systems (see Figure 10 above) and data can be routed in parallel to RBoxes on 
both the operational and backup LZPF systems.  This is extremely useful for testing a new release on the backup 
system with live data, transitions from the operational system to the backup system, testing EBoxes at the ground 
station, and testing new antennas at a ground station �L�Q���³�V�K�D�G�R�Z�´���Pode.    

An important additional benefit of the hybrid architecture development is the realization that EDOS can be deployed 
at new ground stations worldwide where high-rate open connections are available.  The goal of the hybrid 
architecture was to increase bandwidth to transfer data to the LZPF at the same rate the data is captured at the 
ground station, but with an increased number of higher rate new missions the need for additional bandwidth 
continues to grow. 

VI. Delay-Tolerant Protocol 
The new open side network connections provided additional bandwidth and reduced latency for White Sands, 

Wallops and Alaska (see Figure 8).  The round-trip delay and low BER on these networks was still small enough to 
continue to use TCP from these ground stations.  From White Sands and Alaska, EDOS is able to keep up with 
single EOS missions at 150 Mbps downlink (132 Mbps without Reed-Solomon coding).   However, the new open 
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side connection to TrollSat, Antarctica had a much longer delay due to a satellite link from Antarctica to Norway 
before being relayed to Goddard.  This large round-trip time of 660 milliseconds between Goddard and TrollSat 
posed a big latency problem using the normal TCP protocol.  Even with tuning the TCP window size, the rate never 
exceeded 10 Mbps out of the 50 Mbps allocation on the circuit. 
  
EDOS researched available simple delay-tolerant protocols that overcame the delays inherent in TCP 
acknowledgements and chose UDT (UDP-based Data Transfer Protocol) as an optional TCP replacement suited for 
ground stations with long round trip times.  UDT was selected because it is a stable, open source protocol that 
satisfied the primary need of being independent of network delay (see reference 5).  UDT is available from 
SourceForge at udt.sourceforge.net.  Even though it uses UDP for data transport, UDT functions similarly to TCP by 
being a connection-oriented, reliable, duplex, unicast data streaming protocol.  Although it supports configurable 
congestion control, the default congestion control algorithm was chosen since congestion was not as issue from 
TrollSat.  Reliability control is provided by sequencing and acknowledgment between the sender and receiver, in 
order to provide duplex data transfer.  The receiver sends back acknowledgments and loss reports according to 
packet arrival and lost packets are retransmitted.  UDT uses messaging between the sender and receiver to manage 
the UDT connection.  Any EDOS front-end processor (EBox) can be configured to use TCP/IP or UDT whether it is 
on the open or closed network. 
   
During initial testing of UDT (version 4.10), defaults were used for all configuration parameters except UDT packet 
size, the UDT window size (similar to a TCP window), and the Maximum rate the protocol will attempt to transfer 
(MaxBW).  Test results over the open networks indicated that, in general, larger UDT packet size yielded better 
performance.   The UDT window size as well as the Ethernet framing limit of the IPSec tunnel appeared to have 
little or no effect.   The key to tuning UDT appeared to be selection of the correct UDT packet size (UDT_MSS), 
and setting the Max bandwidth (UDT_MAXBW) parameter to be somewhat below the expected link limit.  
Achieving peak performance must be done empirically since it is difficult to predict the exact parameter values 
where throughput will peak, on a particular link, in advance. 
   
Without significant congestion and low BER, EDOS has been able to achieve throughput between 80 to 95% of the 
available bandwidth on the open networks with UDT through an IPSec tunnel.  EDOS uses UDT exclusively from 
TrollSat on a 50 Mbps link (with no congestion) and routinely runs at about 48 Mbps (96% bandwidth utilization).  
A comparison of actual UDT and TCP data flows from TrollSat to EDOS LZPF at Goddard is shown below in 
Figures 11 and 12.  Note the solid 48 Mbps output rate for the UDT data flow. 
 

 
Figure 11.  TrollSat WAN Performance with TCP 


