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ABSTRACT  

This paper presents the Computational Fluid Dynamics (CFD) model of the flow in the NASA Langley Research 
Center Transonic Dynamics Tunnel (TDT) with some recent applications. The TDT is a continuous-flow, closed 
circuit, slotted-test-section wind tunnel with a 16- by 16-foot test section with cropped corners. The tunnel was 
originally built as the 19-ft Pressure Tunnel in 1938, but it was converted to the current transonic tunnel in the 
1950s, with capabilities to use either air or heavy gas at pressures from atmosphere down to near vacuum. In 
this study, experimental data acquired in the empty tunnel using R-134a as the test medium was used to calibrate 
the computational data. Experimental data from a recent TDT test of a full-span fighter configuration in air 
was then selected for comparison with the numerical data. During this test, the configuration experienced a 
flutter event in the transonic flow regime. Numerically, the flutter event is simulated both inside the CFD model 
of the TDT and in a classical free-air model. The preliminary results show that the wind-tunnel walls do not 
affect flutter prediction.  

1.0 INTRODUCTION  

In a typical wind-tunnel experiment of a wall-mounted or sting-mounted model, the tested structure is mounted 
away from the tunnel walls to avoid wall interference effects. The wall interference includes boundary-layer 
development upstream of the tested structure along the tunnel walls. The distance required to mount the structure 
away from the tunnel walls is usually well known and carefully incorporated into the test hardware. However, 
during the test of the Rectangular Supercritical Wing [1—3] in the NASA Langley Transonic Dynamics Tunnel 
(TDT), the wing was mounted on a splitter plate located only half the desired distance from the wall. For the 
first Aeroelastic Prediction Workshop [4—6] held in April 2012, the workshop participants attempted to calculate 
pressure distribution on that wing. Several combinations of the computational models were generated to account 
for the boundary-layer development ahead of the wing, but the calculated surface pressure did not match the 
experimental data well. Consequently, the idea to create a computational model of the TDT to account for 
tunnel-wall effects was conceived and initiated in 2012. This paper outlines the steps to generate and test the 
Computational Fluid Dynamics (CFD) model of the TDT.  It is important to emphasize that before any test 
article is modeled within a CFD version of the TDT for computational testing and analysis, the fundamental 
tunnel calibration quantities obtained in an empty tunnel in any test medium, air or heavy gas, have to be 
matched between the experiment and computations. For the TDT, these experimental quantities were obtained 
during tunnel calibration experiments conducted in the mid to late 1990s and include wall pressure 
measurements near the centerline for each of the four walls along the entire test section leg of the tunnel, 
boundary-layer measurements at six locations, and the centerline Mach number measurements spanning the 
entire distance of the test section leg of the tunnel.  

The TDT, located at the NASA Langley Research Center, is a continuous-flow, closed circuit, slotted-test-
section wind tunnel, with a 16- by 16-foot test section with cropped corners. The tunnel was originally built in 
1938, but was converted to the current transonic tunnel in the 1950s, with capabilities to use either air or R-
134a heavy gas as the test medium. In this study, experimental data acquired in the empty tunnel using the R-
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134a test medium was used to calibrate the computational data. TDTÕs unique capabilities are well described 
and summarized in the recent publication by Ivanco [7], where he states the following: ÒTypically regarded as 
the worldÕs premier aeroelastic test facility, TDT fulfills a unique niche in the wind tunnel infrastructure as a 
result of its unparalleled ability to manipulate fluid-structure scaling parameters.Ó  

Much has been published on the topic of wind-tunnel wall interference. Most notably, publications by 
Krynytzky [8—10] defined wall interference issues associated with large transonic wind tunnels, including the 
TDT and the Boeing Transonic Wind Tunnel. He also used CFD analyses [9, 10] to calibrate numerical models 
against experimental data, which included boundary-layer profiles and test section centerline Mach number 
distribution. In 2004, Glazkov [11] made an assessment of the slot flow and wall interference for the European 
Transonic Wind-tunnel. More recently, Olander [12] and Neumann [13] incorporated wind-tunnel walls in CFD 
models and obtained good comparisons between the computational and experimental data. On the other hand, 
Massey [14] incorporated TDT wind-tunnel walls in his rotorcraft research and did not see any influence of the 
walls on CFD results.  

The purpose of this paper is not to offer a replacement of the experimental data with the computational analysis. 
It is to show that in some flow regimes, computational methods are mature enough to complement wind-tunnel 
testing, while in other flow regimes, modeling the wind-tunnel flow environment is more difficult and requires 
further refinement of simulation parameters. The fundamental technical challenges include the size of the 
computational domain, the details of the tunnel geometry, and the specification of the boundary conditions. The 
following statement by Krynytzky [10] accurately describes challenges in computational modeling of the TDT: 
ÒModeling simplifications and choices are still necessary and opportunities for both glory and humiliation 
abound.Ó  

In 1985 and 1986, two wind-tunnel models of the Saab JAS 39 Gripen were designed, built, and tested in the 
TDT for flutter clearance. One model, referred to as the stability model, was designed to be stiff but incorporated 
proper scaling of both the mass and geometry. The other model, referred to as the flutter model, was designed 
for proper scaling of structural dynamics properties and was used for flutter testing with various external stores 
attached. Currently, the Royal Institute of Technology (KTH) in Sweden and the NASA Langley Research 
Center are collaborating in testing a single generic fighter flutter-model based on these earlier models [15-17]. 
The new model has a similar outer mold line (OML) to the Gripen, but it has been modified to provide a more 
generic fighter configuration. The model was tested in the summer of 2016. Large amounts of data were 
acquired, including steady/unsteady pressures, accelerations, and measured dynamic deformations. During 
testing, a flutter event occurred, which damaged the wings. This flutter event has been predicted in 
computational models with and without tunnel walls and the results are presented herein. 

2.0 EMPTY TUNNEL COMPUTA TIONAL MODEL  

2.1 Computational Geometry 
The plan view of the TDT is shown in Figure 1-1a. Details of the slot locations in the test section leg are 
identified in Figure 1-1b. Note that in this drawing the ÔTSÕ stands for tunnel station in dimensions of feet. The 
entrance to the test section is at TS 26, and the ceiling and floor slots begin at TS 50 and end at TS 80. The side-
wall slots begin at TS 64 and end at TS 80. Tunnel station 72 coincides with the center of the east wall turntable 
where wall-mounted models are installed. The red line in Figure 1-1a around the test section of the tunnel shows 
the outline of the computational domain used in the CFD analysis. The domain begins with the settling chamber 
and continues into the test section leg, where it is connected with the plenum via slots in all four walls and a 
system of re-entry flaps. The domain ends with the diffuser. The shape of the computational domain at the 
settling chamber is not desirable for the numerical analysis because of the corners where the east and west walls 
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of the chamber meet the turning vanes. However, to include the turning vanes in the computational model 
together with the rest of the tunnel geometry is too computationally expensive at this time.  

The TDT uses a scheduled system of re-entry flaps in the floor and ceiling just downstream of TS 80 to recapture 
the working fluid that expands into the plenum. There are four predefined flap positions, each associated with 
a particular Mach number range. Figure 1-2 presents details about the flaps, with the layout shown in Figure 1-
2a and the four operational positions identified in Figure 1-2b.  

This study utilizes an Ôas-builtÕ surface geometry of the TDT as opposed to Ôper-drawingÕ. The same approach 
was used by Nayani [18] in his analysis of the NASA Langley 14- by 22-ft low- speed wind tunnel. To obtain 
Ôas-builtÕ geometry for both tunnels, a laser scan of the desired regions was conducted. The laser scan produced 
a point cloud database of approximately 15.5 million points through which surfaces were fitted in preparation 
for grid generation. The details of the surface-fitting process can be found in reference [19]. 
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The red curve in Figure 3-6b was obtained with both the tunnel slots and the re-entry flaps open (flap setting #4). 
To verify the computational results at Mach 1.1, the solution with the same boundary conditions ( i.e., total pressure 
and temperature and the static back pressure) was obtained using the mesh with flap setting #1. This means that 
the slots were left open, but the re-entry flaps were closed. With this check, it was anticipated that the flow would 
expand and re-enter the tunnel through the slots at the same time, resulting in a choked flow with Mach number 
near 1. The computational result, shown in purple in Figure 3-6b, confirmed this expectation. Corresponding 
experimental data for this theoretical condition is not available since in the experiment, the re-entry flaps were 
always set to position #4 at Mach 1.1.  
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4.0!   Re-entry Flap Efficiency and Slot Flow 

In this section, the flow through the re-entry flaps and slots is examined more closely. Figure 4-1a shows a 
computational cross-cutting plane at tunnel station 80. At this station, all slots end, and the re-entry flaps begin. 
Figure 4-1b offers a zoomed-in view with the axial velocity contours. These contours are adjusted in Figure 4-1c 
to a two-colors only and show in red color the positive (or downstream) axial velocity and in blue color the negative 
axial velocity. It is estimated that the efficiency of the re-entry flaps is approximately 80%. The 20% loss is due 
to the recirculation region in each corner of the flap, which is shown in Figure 4-1d. 

Mach number contours at tunnel station 72 for the three cases considered in this study are shown in Figure 4-2. 
This figure demonstrates that as Mach number in the test section increases the expansion of the fluid into the TDT 
plenum also increases. This same conclusion can be drawn based on the Mach contours shown in Figure 4-3. 
Figure 4-3 shows Mach number contours at the plane cutting through the ceiling and floor center slots for the 
Mach 0.5 and 0.7 cases. Figure 4-4a shows Mach number contours at the plane cutting through the ceiling and 
floor center slots for the Mach 1.1 case, while Figure 4-4b shows the solution for the theoretical Mach 1.1 case 
with the re-entry flaps closed, which was presented in Section 3.3. 

Figure 4-5 shows computationally-predicted flow through the TDT ceiling and east wall slots at Mach 1.1. In 
Figure 4-5a, the flow out of the test section through the slots and into the plenum for the Mach 1.1 case is shown 
in red, while the blue represents flow in the opposite direction. These results correspond to the flow shown in 
Figure 4-4a. The CFD analysis predicts flow expansion between tunnel stations 50 and 63 for the ceiling slots and 
between tunnel stations 70 and 80 for the east wall slots. Similarly, the flow in and out of the test section 
corresponding to the flow in Figure 4-4b is shown in Figure 4-5b. The alternating red and blue colors prove that 
for this theoretical case (re-entry flaps closed), the flow cannot expand through the slots. Interestingly enough, the 
east wall slots attempt to expand the flow, but they are too small and too far aft to be efficient.  
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5.0!   KTH Wind -Tunnel Computational Model 

As stated earlier in the introduction, during 2016 testing of the KTH model in the TDT, a flutter event occurred 
near the Mach 0.9 flow condition, which damaged both wings. In the computational effort, the geometry of the 
full -span KTH fighter configuration was integrated into the CFD model of the TDT and analyzed. This 
configuration is referred to as a KTH-TDT model in this study. The results from this analysis were then compared 
with results where the computational domain did not include tunnel walls. This model is called a KTH-FA (free-
air) model. The purpose of this comparison was to determine if the flutter boundary prediction in the transonic 
flow was affected by the presence of the tunnel walls. In this study, the trends in flutter predictions between the 
KTH-TDT and the KTH-FA models are emphasized as opposed to the direct comparison between the experimental 
and computational flutter data.  

Figure 5-1a shows the KTH wind-tunnel model installed in the TDT. The model configuration in Figure 5-1a 
shows stores under the wing and tip missiles on rails at the wing tips. The wind-tunnel flutter event occurred during 
testing of a modified, high-risk configuration with the stores and missiles where ballast was added at the wing tips. 
In addition, a Òclean wingÓ configuration with just the wing tip missiles was also tested and analyzed [37], but 
these results are not discussed here. 
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5.1 Computational Model 

The computational domain in the KTH-FA model consisted of the outer boundary located about 100-chord lengths 
away from the aircraft geometry. The aircraft geometry was treated as a viscous (or no-slip boundary) surface. The 
grid used in this analysis consisted of 20 million nodes. Future analysis will consider a family of grids with a grid-
convergence study. Topologically, the same surface density grid was inserted into the gridded representation of 
the TDT model, and the resulting volume grid size was about 80 million nodes. Figure 5-1b presents a picture of 
the KTH model inside the CFD model of the TDT. The grid topologies for the KTH-TDT (at tunnel station 74) 
and the KTH-FA models are presented in Figure 5-2(a,b). The wind-tunnel grid topology includes re-entry flaps 
at position #2 per Figure 1-2b.  

A dynamic flutter analysis process was employed using FUN3D software. The KTH dynamic analyses in free-air 
and in the TDT were performed using the same multistep process. First, the steady CFD solution was obtained on 
the rigid body. Results from this step, both the computed Mach numbers at the tunnel station 74 and the aircraft 
surface pressure distributions for the KTH-FA and KTH-TDT models, are presented in Figures 5-2c and 5-2d, 
respectively. Next, a static aeroelastic solution was obtained by restarting the CFD analysis from the rigid-steady 
solution in a time-accurate mode with a structural modal solver, allowing the grid to deform. A high value of 
structural damping (0.9999) and a fixed dynamic pressure were used so the structure could find its equilibrium 
position with respect to the mean flow before the dynamic response was started. For the KTH model in both free-
air and in the TDT, the static aeroelastic surface deformation is very small and is not discussed here. Finally, the 
flutter solution was restarted from the static aeroelastic solution by setting the input structural damping value to 
either 0, 0.005, 0.01, or 0.02, and providing an initial excitation ÔkickÕ in the form of the generalized velocity. All 
of the flutter computations were run with a time-step size of 2 ! 10-4 seconds [29] and each run consists of an 
approximate 2-second long time history of the solution development. Each KTH-FA flutter computation took 
approximately five days while the KTH-TDT simulation took 21 days using 1536 Sandy Bridge cores on the 
Pleiades computer at the NASA Advanced Supercomputing (NAS) Division.  
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For unsteady-flow analysis, the FUN3D solver utilizes the dual-time-stepping method, which is widely used in 
CFD [30]. This method involves adding a pseudo time derivative of the conserved variables to the physical time 
derivative that appears in the time-dependent Navier-Stokes equations. This is essentially the same way that an 
artificial time term is often added to the steady Navier-Stokes equations to facilitate an iterative solution to a steady 
state. In the same manner used for a steady state solution with the pseudo time derivative vanishing as the iterations 
proceed within each time step toward the end of the iterative process, a solution to the original unsteady Navier-
Stokes equations is obtained for that physical time step. Iteratively advancing each time step in pseudo time allows 
errors introduced by the (generally inexact) linearization of the nonlinear residual to be reduced, assuming the 
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