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current source is on the order of hundreds of pF (effective
capacitance values), setting the start-up time around 100 ps.
There is only minimal additional phase noise contribution
from the addition-based current source. For controlling
voltage variation, the oscillator can be configured to supply
voltage Vdd variation. If a resistive or capacitive divider is
used to generate the gate bias voltage for the addition-based
current sources from Vdd, it is expected that for a 20%
variation from 0.9 V to 1.1 V, the frequency will varies by
less than 0.35%, or a line regulation of 1.75%/V. For
applications that require more stringent line regulation, a
bandgap reference, LDO, or other voltage regulating tech-
nique is integrated with the oscillator, as the flexibility of the
design does not preclude use of additional compensation
methods. Further, in applications where frequency tuning is
desired, such as in a PLL, the addition-based current source
can be used as the offset current bias to establish a stable
offset frequency. Additional voltage controlled or digitally-
controlled current arrays can then be connected in parallel
with the offset current bias to achieve frequency tunability.
Circuit Operation

The operation of the sequential circuit 100 (FIG. 1) will
now be described with reference to the clocking scheme
shown in FIG. 3. For simplicity, all events are referenced
relative to clock edges without regard to setup and hold
times. When it is stated that a signal arrives somewhere
before a clock edge, the reader is assumed to understand that
the signal really arrives a setup time earlier than the clock
edge. When it is stated that a signal appears at an output after
a clock edge, the reader is assumed to understand that the
signal appears after a time equal to the clock-to-output time.

The computational cycle begins at the rising edge of
release clock CLKD, at time T1 in FIG. 3. At this time the
sample release latches 128, 130, and 132 of the vote timing
system 118 pass their input data to the majority system 120.
The majority system 120 outputs the majority value from
among the three latches. When release clock CLKD subse-
quently goes low (time T2), the release latches 128-132
enter a hold state and the original data remains asserted on
the output for the remainder of the computational cycle.

The output of the majority system 120 is processed by
intervening combinatorial logic 104 before it appears at the
input to the next temporally redundant latch 106, as shown
in FIG. 1. The data arrives at the input to the latch 106
sometime before the falling edge of sampling CLKA, at say
time T3. At the falling edge of sampling clock CLKA (time
T4), the data is stored in the first sampling system 112
formed by latches 122(A) and 124(A).

Concurrent with the falling edge of clock CLKA (time
T4), the second sampling clock CLKB goes high to sample
the input. When sampling clock CLKB goes back low (time
T5), the data at the input of the latch is stored in the second
sampling system 114 formed by latches 122(B) and 124(B).
In the same way, the third sampling clock CLKC toggles
high and low to sample and hold the input data at time T6
in the third sampling system 116 formed by latches 122(C)
and 124(C).

At time T6 after the three sampling clock signals, another
computational cycle begins. The input data to each temporal
sampling system 112-116 has been asserted on the corre-
sponding three inputs to the latches 128-132 of the vote
timing system 118. When this next computational cycle
begins at time T6, the release clock CLKD again goes high
and the data is passed to the majority system 120 and a
majority value is passed to the output of the latch 106.

FIG. 8 illustrates the voltage values on each node N1-N9
in the temporally redundant latch for a complete computa-
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tional cycle. It shows how each node voltage is correlated to
the clock signals for a temporal sampling latch whose input
is high at the start of a computational cycle and goes low
before the falling edge of CLKA.

Upset Immunity

The temporally redundant latches 102, 106 eliminate
upsets in the sequential circuit 100. As noted above, upsets
are avoided as a result of the spatial parallelism provided by
the three D flip-flop sampling branches and the temporal
parallelism provided by the multiple clock signals and the
sampling and release architecture of the design.

Upset immunity is easiest described in terms of four
distinct upset mechanisms: (1) static latch SEU, (2) data
SET, (3) sampling clocks SET, and (4) release clock SET.
The static latch SEU is the upset mechanism of primary
concern in present day spaceborne microelectronics systems
fabricated in 0.8 micron to 0.7 micron feature sizes. The
other three upset mechanisms will be of concern in future
systems fabricated in 0.35 micron and smaller feature sizes.
Case 1: Static Latch SEU

Static latch SEU occurs when a cosmic ray flips the data
state of a latch whose clock is low and is in a blocking state
(i.e., hold mode). Any such single upset in any of the nine
latches in FIG. 2 will only affect one of the three parallel
data paths through the circuit. When data release occurs, one
of the three nodes N7, N8, or N9 from the vote timing
system 118 will be in error while the other two will be
correct. The majority gate 120 correctly selects the data
correctly asserted on the two latches to ensure that the
correct data value is asserted on the output node. Such a data
flip can occur at any time within the computational cycle and
not affect the output value.

Case 2: Data Set

Data SET occurs when a cosmic ray strikes a node in the
combinatorial logic 104 preceding the temporally redundant
latch 106 and the resulting transient propagates to the input
of the latch 106 as a normal signal. The transient is latched
into only one of the three parallel sampling systems 112,
114, and 116 if it arrives on a falling edge of one of the three
sampling clock signals CLKA, CLKB, or CLKC. As a
result, only one of the three parallel data paths is corrupted,
while the other two remain correct. When data release
occurs, the majority gate 120 again ensures that the correct
data appears at the output node.

Case 3: Sampling Clocks Set

Cosmic ray strikes on nodes in the clock generation
circuitry or in the clock distribution tree will produce SETs
on the clock signal lines that can cause the latches to toggle
data at unintended times. The three sampling clocks CLKA,
CLKB, and CLKC are used symmetrically and can be
discussed together. Remember that the controlled latch pairs
122 and 124 form a falling edge triggered D flip-flop. At
falling clock edges, the D flip-flops store whatever data
happens to be present at their inputs. If a clock is low, an
SET will result in a rising edge followed by a falling edge.
If a clock is high, an SET will produce a falling edge
followed by a rising edge. In either case a data store occurs.

There are two time intervals in the computational cycle
that may be affected by a sampling clock SET. The first
interval starts at the rising edge of the release clock signal
CLKD (beginning of a computational cycle) and ends when
the released data arrives at the input to a subsequent tem-
porally redundant latch 106. The second interval starts at this
data arrival time and ends when the release clock signal
CLKD again transitions high ((beginning of the next com-
putational cycle).
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