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Abstract. This paper proposes a novel algorithm for blind watermarking by applying discrete 
wavelet transformation and least squares support vector machine into watermark embedding 
and detection. It is strong against general attacks in the traditional digital watermarking, but 
difficult to geometric attacks. Firstly, discrete wavelet transformation is performed on 
coefficient block and watermark image is embedded. Subsequently, the trained least squares 
support vector machine is employed to extract the watermark blindly. Experimental results 
confirm that the proposed scheme is not only robust against common attacks such as noise, 
filter and crop, but also robust against geometrical distortions. 

1. Introduction 
With the development of new digital technology, it becomes easy for people to access the multimedia 
data, such as music, pictures, e-books and video. Therefore, the protection of intellectual property 
rights is becoming increasingly important. It is a technology that to embed some information into 
digital carrier, and not affectted the value of the host carrier [1]. Therefore, it is difficult to be detected 
or modified again, but it could be recognized by the producer. In recent years, digital watermarking 
based on DWT is becoming more and more popular since it makes use of non-fixed orthogonal bases 
which are often used by most of the unitary transformations. It is the first time that Kunder proposed 
the DWT (Discrcte Wavelet Transform) –based watermarking. First of all, the host image and 
watermarking are transformed by wavelet transform; subsequently, the watermark of the special stator 
is embedded in the corresponding image subband; thirdly, the embedded image is obtained by taking 
inverse wavelet transform. Now the digital watermarking based on DWT is not only be used to the 
image, but also is a good effect in the speech and video. Moreover, the wavelet transform and the 
watermarking algorithm based on the space domain have better effects on anti-interference and 
robustness. Chang [2] proposes a digital watermarking method based on SVD by the singular value 
decomposition (SVD) of the image matrix, which imbeds the Gauss random sequence and determines 
the watermarking by the correlation detection. In [3], Zheng proposed a digital watermarking method 
based on SVD and SVM, A similar method is proposed in [4] to which the optimization objective is 
the blind watermarking method, in which SVD and SVM are employed for watermark embedding. In 
the two paper, it is used the characteristics of matrix sparsity to avoid large computation that 
eigenvalues and eigenvectors in the singular value decomposition, but SVD is insensitive to 
geometrical deformation and SVM is limitated in geometrical distortions, so the method is worse to 
resist geometrical distortions . Zhou [5] proposes a geometric distortion digital watermarking 
algorithm which is implemented with singular value decomposition, it is very novel, but is not good 
for resisting other attacks, such as noise and JPEG compression. 

In the paper, a novel combination of LS-SVM and DWT method is proposed to resist the 
geometrical distortion. Firstly, the host image is applied into the method of multi-scale wavelet 
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transform and the watermark is employed for Arnold transformation. Since the first singular value in 
the watermarked image is important, it could not be destroyed. This is an approach to tackle this 
problem that the intensity of embedding in the first singular value is less than others. Then the singular 
values in the watermarked image is embedded into the different components which are the last level 
ones in the discrete wavelet transformation of the host image. In fact, LS-SVM is utilized to memorize 
the relationship between original coefficients and their watermarked version, which is applied into 
correcting geometrical distortions using the principal component. It is known that 
the possible types of errors in regression processing are analyzed, so the watermark is extracted by the 
correction of watermarked image. 

The scheme consists of 3 parts: watermark embedding, LS-SVM training and watermark extraction. 
Meanwhile, the block diagrams of these 3 parts is shown from Figure 1. 

 Figure 1.  The entire process 

2. Watermark Embedding Based On Dwt 
The basic principle of the digital watermarking embedding algorithm based on DWT which is 
developed the spatial domain into the frequency domain. Then the watermark is embedded into low 
frequency coefficient matrix. Finally, the frequency domain is converted into the spatial domain to 
complete the embedding of the watermark. The specific embedding procedure is as follows: 

Step1: The M by M gray scale host image is divided into 8×8 subblocks, and each subblock is 
transformed by DWT. The matrix is recorded 81,81),( ≤≤≤≤ jijiP , where )1,1(P  is DC coefficient 
and the low frequency coefficients are the other parts of the matrix; 
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Step2: The N by N binary watermark is employed for Arnold transformation and stored in the order 
of every two subblocks as one bit, which is embedded in )3,1(P  that is the low frequency coefficient of

),( jiP  and the new one is recorded as )3,1(∗P ; 
Step3: The process that the watermark is embedded into the low frequency coefficients is as 

follows [6]: 
)3,1(∗= Pt  
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Step4: The embedded image is transformed into IDWT and sequentially stored back, then it is 
reconstructed the watermarked image I’. 

3. Watermark Extraction Based On Dwt 
The digital watermarking extraction algorithm based on DWT is described as follows:  

Step1. After the watermarked image is transformed by DWT with 8×8 subblocks, the matrix is 
recorded 81,81),( ≤≤≤≤ jijiQ . If the watermarked image is not attacked, )3,1()3,1( ∗= PQ is ture, or else, 

the image W can be extracted by the low frequency coefficient )3,1(Q of the revised watermarked image. 
Step2. The image W is obtained by the lower frequency coefficient by the following formula [6]. 
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Step3. Perform inverse Arnold transformation on image W and the watermark can be extracted. 

4. LS-SVM 
Support vector machine (SVM) was introduced by Vapnik which has been successfully used to the 
problems of linear classification and nonlinear functions, and the goal of SVM is to find the 
hyperplane that maximizes the minimum distance between any data point, as depicted in reference [7]. 
In contract with SVM, Least squares support vector machine (LS-SVM) is not only used to solve 
classification issues but also regression ones, which has as trong adaptiveability. The watermarked 
images which are attacked geometric distortion would be corrected, and LS-SVM is a common 
method of geometric correction, as a supervision learning model. This paper proposes the regression 
analysis to the geometric attack parameters. 

In this paper, ]||exp[),(
2

2

dyxyxK −−=  is the kernel function of LS-SVM which is used for 
regression analysis. The principal components are used for feature extraction. Its basic principle is to 
build the principal components based on K-L transformation to extract the feature vectors of the M by
M watermarked images under geometric attack.The procedure is as follows: 
Step1: The n  watermarked images under geometric attack are m

iii Rxxxx ∈= },...,,{ , where ),...,2,1( nixi =  
is an m-dimensional column vector.The covariance matrix constructed for LS-SVM training samples 

is Tn

i ii xxxxS ))((
1 =

−−= , where x is the mean value of the training samples. 

Step2: The r non-zero eigenvalues are solved by the sample covariance matrix S, where 
),...,2,1( rjj =λ  is the j-th eigenvalues. Sort by the size of the eigenvalues, i.e 0...21 >≥≥≥ rλλλ . 
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Step3: The eigenvectors corresponding to each eigenvalue are ),...,2,1( rjU j = , that the first column of 

the principal components vectors is the former p  eigenvectors. 11U  is called the first principal 

component, 21U  is called the second principal component, and so on, 1pU  is called the p-th principal 

component. 
Since it is required less dimensions of principal component vectors for geometric correction of 

watermarked images, we select the four low-order principal component vectors which are defined as 
)( 4321 cccc for the feature vectors of training samples. The rotation angle, translation and 

scaling parameters for regression analysis are defined as )( αμθ . 

The sets of supposed training sample are defined as ),...,2,1( ntE t = , ),...,2,1( npE p = ,

),...,2,1( nqE q = . Then the LS-SVM model can be referred to as ),,,,( 4321
ttttt

t cccc θ=Ω ,

),,,,( 4321
ppppp

p cccc μ=Ω , ),,,,( 4321
qqqqq

q cccc α=Ω . 

5. Simulations 
In our simulations, three host images and one watermark are tested. Three host images with sizes

256256 × , are shown from Figure 2 a–c, referred to as “Lena”, “Woman”, “Camera”, respectively and 
one watermark image with size 1616×  is shown in Figure 3. Three watermarked images are shown 
from Figure 2 d–f. 

 
a                             b                              c 

 
d                             e                              f 

Figure 2. a~c The host images of Lena, Woman, Camera, 
 

d~f The watermarked images of Lena, Woman, Camera. 

 

Figure 3.  The watermark image 
 
Peak signal-to-noise ratio (PSNR) between original host image and watermarked image is 

measured by Eq. (1). 

  
= =

∧
−

×
×=

m

i

n

j
ijij

ij

II

Imn
PSNR

1 1

2

2

][

)max(
lg10

                (1) 



CTCE 2018

IOP Conf. Series: Materials Science and Engineering 466 (2018) 012039

IOP Publishing

doi:10.1088/1757-899X/466/1/012039

5

Where ijI  and ijI
∧

 refer to the host image and watermarked image; m and n refer to the width and 

length of host image, respectively. The peak signal-to-noise ratio of the above three watermarked 
images that are also used in references [3] and [4] is shown in table 1: 

 
Table 1. The peak signal-to-noise ratio of the watermarked images (PSNR) 

 The algorithm of this 
paper 

The algorithm of 
scheme [3] 

The algorithm of 
scheme [4] 

Lena 38.1641 36.2713 37.0976 
Woman 39.3471 40.1547 39.1654 
Camera 37.2498 37.6983 35.6945 

 
Normalized correlation (NC) between original watermark and extracted watermark is computed by 

Eq. (2). 
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Where ijW  is the original watermark and ijW
∧

is the extracted watermark; m and n denote the equal 

width and length of watermark, respectively. After the common and geometric attack on the embedded 
image of “Lena”, the algorithm in this paper is used to extract the watermark and calculate the 
normalized correlation, as shown in table 2 and table 3: 

 
Table 2. The watermark detection results for common image processing operations (NC). 

Common attack The algorithm 
of this paper 

The algorithm 
of scheme [3] 

The algorithm of 
scheme [4] 

Median filtering 0.82789 0.81098 0.69287 
Salt-and-
pepper noise 

0.83319 0.76980 0.85098 

Sharpening (32,32) 0.82678 0.74398 0.78093 
 
Table 3. The watermark detection results for geometric distortions (NC). 

Geometric attack The algorithm 
of this paper 

The algorithm 
of scheme [3] 

The algorithm of 
scheme [4] 

Rotation 450 0.86676 0.71865 0.79231 
Translation (H 20,V 20) 0.88653 0.72025 0.76256 

 
From Table 1, PSNR of the algorithm in this paper is close to 40dB, which meets the requirement 

and the watermark is hidden. In Table 2and Table 3, It is the high quality of the extracted watermark 
by this algorithm, and the NC value is close to 1. 

6. Conclusion 
With the improvement of digital watermarking, the algorithm based on LS-SVM in this paper could 
correct the coefficient that are inaccurate in the digital watermarking under geometric attack of 
rotation, translation and scaling. Experiments show that our algorithm is improved the robustness and 
PSNR of digital watermarking. 
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