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Abstract. One of the big challenges in MapReduce is how to effectively allocate resources for 

the jobs submitted by users , and finish the job within the time specified by the user .The 

original scheduling strategy lacks the ability of job management and can not complete the job 
according to the time requirement of the user. In this paper, a task scheduler (ET-scheduler) is 

proposed to meet the needs of job time and resource optimization. It can not only meet the time 

needs of users, but also minimize the resource consumption and adjust the time allocation in 

the process of map and reduce. Experiments show that the algorithm not only completes the 

most jobs in a given time, but also minimizes the resource consumption in the Hadoop cluster. 

1.Foreword 

The task scheduler is responsible for task scheduling and the allocation and management of cluster 

resources. An efficient task scheduler can effectively improve the execution time of jobs in the cluster. 
The default scheduler of MapReduce only considers single task data localization. When multiple tasks 

arrive at the same time, it can not satisfy the simultaneous localization of multiple tasks at the same 

time, making the execution time of the job significantly increased. In this paper, a task scheduler 

(called ET-scheduler) is proposed to meet the needs of time and resource optimization. The main goal 
is to improve the localization of data, meet the user's demand for running time and minimize the 

consumption of resources. A task scheduling algorithm is proposed to meet the needs of job time and 

resource optimization. The job description file is established to estimate the completion time of the job 
and to calculate the slot lotted resources required for the job completion time. The algorithm can not 

only meet the time needs of the user, It also minimizes resource consumption and reasonably adjusts 

time allocation in map and reduce processes. 

2.Hadoop task scheduling process 
The task scheduling flow of Hadoop is as shown in figure 1, and the main task scheduler is the task 

scheduler. When the user submits a job, the job related task scheduling is managed by Task Scheduler. 

The nodes in Hadoop cluster can be divided into master node and slave node master node, which can 
also be called management node. In general, the task scheduler and resource management module are 

located in the cluster management module, which is called computing node or DataNode node. It is 

usually responsible for the storage of the tasks and data blocks assigned by the master node and 
reporting to the master node the usage of slot lots. The task scheduler in Hadoop is usually located in 

the master node, and the master node is responsible for managing the DataNode node in the cluster. 

Each DataNode node will allocate a certain slot(MapReduce to manage the cluster resource, including 

map slot and reduce slot. The DataNode node in the cluster periodically reports to the master node the 
progress of the remaining slot and the current execution of the task, and master allocates other tasks 

for them according to the task scheduling rules and the rules allocated by the residual slot. Figure 1 

illustrates the detailed flow of task scheduling. 
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Figure1.The task scheduler process in Hadoop 

3. Uncertainty of Job execution time in Task scheduling 

A job in a MapReduce needs to be assigned a slot when it is executed. The slot is the unit slot of the 

MapReduce partition resource and can be divided into map slot and reduce slot. The length of the job 
execution time related to the number of the map slot and reduce slots which are assigned to the job. It 

is very difficult to accurately predict the execution time of a task, because even if the same job, if the 

slot resources assigned to it are different, then the execution time of the job is also very different. 

4.Task scheduling algorithm satisfying job time requirements and resource optimization 
It is very difficult to accurately predict the execution time of a job, which is affected by resource 

allocation, node performance and data localization. In recent years, the performance of job execution 

in MapReduce is restricted by many factors, so it is difficult to establish a complete prediction model, 
so the method of job description file is being studied extensively. 

4.1.Establishment of Job description File 

The purpose of establishing the job description file is to describe the time consumption of the job in 

the maps、shuffle、sort and reduce phases and the resource consumption on each slot in the Hadoop 

cluster. The job description file created in this section more accurately records the overlap time of the 

map and shuffle phases and resource consumption. These data information can be obtained through 
the log files of the jobs in the master node in the Hadoop cluster, or through the cluster monitoring tool 

Ganglia . 

The Map phase is composed of many map tasks, and in order to accurately describe the process, 
this article defines the following attributes for the Map phase in the job description 

file:                      ,       is the shortest time of map task execution. Its main function 

is not to estimate the minimum execution time of Map task, but to estimate the beginning time of 

shuffle phase when the first Map task ends.       is the average time a Map task is 

executed.       is the maximum time required for Map task execution. Resource consumption is 

defined as the    
 
, and its meaning is resource consumption on the jth map slot when the job J is 

executed. 
The Reduce phase takes place after the shuffle phase is completed, and the attributes defined in the 

reduce phase in the job description file are:(                   )           is the average time 

Reduce task is executed.           is the maximum time required for Reduce task execution. 
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Resource consumption is defined as the    
 
, its meaning is resource consumption on the j th reduce 

slot when the job J executes. 

4.2.Calculation of job completion time 

Although it is difficult to estimate the execution time of a job accurately in the MapReduce model, the 

upper and lower bounds of the execution time of the job can be estimated. Assume a job  is divided 
into n tasks, and the time each task is executed is represented by a set of 

                              .The number of slot in a cluster that can perform tasks at the 

same time is k. So for these n tasks, the average task execution time is 

          
∑      

 
   

 
  (1) 

When a new data set arrives, the job J is divided into   
 

map task and   
 

ruduce task, since the 

resources that execute the task are partitioned by slot, so the slot used to execute the map task and the 
reduce task is called map slot and reduce slotted, so the corresponding number of map slot and reduce 

slot are:   
 

and   
 

. 

1)Calculation of map phase time 

The average execution time of map task and the maximum execution time are recorded in the 

description file of job J.In this paper,      
   and      

  
 are used to represent the minimum 

execution time and maximum execution time of job J in the map phase, respectively. The formula for 
the minimum execution time and maximum execution time of operation J in the map stage is: 

        
    

  
 
       

  
  (2) 

       
  

 
   

 
          

  
         (3) 

2)Time calculation of reduce stage 

In this paper,      
    and      

  
 are used to represent the minimum execution time and 

maximum execution time of job J in the reduce phase, respectively.The formulas for the minimum 

execution time and maximum execution time of job J in the reduce phase are as follows: 

       
    

  
 
          

  
  (4) 

       
   

   
 
             

  
            (5) 

3)Time calculation for shuffle and sorting phases 

            
    and            

  
 respectively indicate the minimum execution time and the maximum 

execution time of the job J in the normal shuffle stage.The formulas for the minimum execution time 

and maximum execution time of job J in the shuffle phase can be obtained as follows: 
 

             
    [

  
 

  
   ]             (6) 

             
   [

  
 

  
   ]                        (7) 
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    and                

  
 respectively indicate the minimum execution time and 

maximum execution time of job J in the first shuffle stage. In calculation                
   , the time 

when map overlaps with the first shuffle is subtracted.The formula for the minimum execution time 

and maximum execution time of the job J in the shuffle phase is : 

                 
    

  
 

  
                                    (8) 

                 
  

 [
  

 

  
   ]                          (9) 

Thus the formulas for the minimum execution time      
    and maximum execution time      

  
 

of job J are as follows: 

         
         

                   
               

         
    (10) 

       
  

      
  

                
  

            
  

      
  

 (11) 

4.3.Calculation of slot required for work 
Job J assigns appropriate slot to the job under the condition of the given execution time, input data and 

job description file to meet the needs of user time. Job J is required to be completed within a given 

time and the slot used is minimal. Map slot and Reduce slot are represented by  
 

and   
 

, so that slot 

is minimized. In the process of job J execution, controlling the proportion of map task and reduce task 

execution time can effectively prevent the reasonable time allocation of map and reduce task, which 
can effectively increase the task execution time. Although the relationship between execution time and 

slot can be established, however, the rational allocation of map task execution time and reduce time is 

ignored. In order to allocate the execution time of map task and reduce task more reasonably, this 

paper adds the constraint condition to control the execution time of map and reduce task. 

5.Experiment and analysis 

The specific experimental scheme is to input data of different sizes in the test program sort、 word 

count and k-means, and select n different jobs at random, and produce a job queue of n size, which can 

be represented by set Job={Job_1,Job_2 〖,Job〗_3,…,Job_n}.Each Job consists of three elements, 

Job_i=(i,Tdd_i,D_i).i is the sequence number of the job and  Tdd_iis the time of arrival of the job 
and D_i is the expected execution time of the job, that is, the specified time (in seconds),and submit 

the job queue to Hadoop for testing. If(1,11.23.14,1000)indicates that job 1 wants to complete in 1000 

seconds, the arrival time is 11: 23: 14.The completion time for each job is marked as Twc_i.W 
represents a set of the number of jobs that have not been completed in a given time. Therefore, in 

order to evaluate the effectiveness of the scheduler proposed in this paper, the following evaluation 

indicators are introduced: 
1)Out of time ratio 

   ∑
            

  
      (12) 

The index counts all the proportions that exceed the specified time, and all the time units in the 

formula are seconds. 

2)percentage of operations not completed within the required time 
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 ⁄  (13) 

3)Number of operations completed:          . 
100 jobs are inserted randomly into the Job queue, and the jobs are interpolating in a certain time 

interval. Time intervals are randomly generated, but instead of try not to insert more jobs at the same 

time, they are inserted at certain intervals, because different clusters have different numbers of 
compute nodes, so the processing power of jobs varies. Within a certain period of time, there is a limit 

on the maximum number of assignments. The 100 test jobs that insert the job queue are randomly 

selected in three algorithms, Sort, WordCount, and K-means, that is, the 100 test jobs are composed of 
three algorithms Sort, WordCount, and k-means. The input size of the data is controlled below 1GB. 

The job description file for the program under test is assumed to have been generated. The 

implementation results are shown in figures 2 and 3. 

 

Figure.2 The influence of the number of jobs for deadline exceeded 

 

 

Figure.3 The influence of the number of jobs for missed-deadline 

 

Figure 2 and Figure 3 illustrate the effect of the number of jobs on the performance of the scheduler. 

It can be seen that the number of jobs not completed by the ET-scheduler within the specified time is 
relatively small, and the ratio of time exceeding the specified time of the job is also the smallest. It can 

be seen from figure 2 that the ET-scheduler scheduler shows relatively stable performance when the 

number of jobs is greater than 60.This is because when the size of the Hadoop cluster is fixed, its 
corresponding Map slot and reduce slot are also relatively fixed, and only a limited number of 

assignments can be completed within the specified time. It can be seen that when the number of 

assignments is less than or equal to 40, the number of tasks that are not completed on time is lower, 

and when the number of assignments is less than 10, all submitted tasks can be completed on time. 
However, with the increase of the number of jobs, the number of jobs that are not completed by time 
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also increases obviously with the increase of the number of Fair Scheduler schedulers. Compared with 
the historical data of Fair Scheduler scheduler, the average job execution time and the minimum 

execution time are estimated accurately. 

In addition, the scheduler dynamically recalculates the slots required by the job during execution, 
which can release more slot for use by other jobs, especially small jobs that require less slot. The Fair 

Scheduler scheduler that comes with Hadoop only assigns resources fairly to each task as far as 

possible, and does not specifically optimize the slot required by the job and the time requirements of 
the job. Therefore, as the number of jobs increases, the out-of-time ratio of the Fair Scheduler 

scheduler and the tasks that are not completed as required are more. The ET-scheduler scheduler 

proposed in this paper calculates the minimum time required for job completion according to the job 

description file. The job description file is generated according to the operation of the job on different 
data sets, and the calculation error of the time is relatively small. The dynamic adaptive replica 

placement algorithm proposed in this paper can dynamically increase the number of replicas of hot 

data blocks, and the validity of data localization is superior to that of previous algorithms. 

6.Section of this chapter 

This paper first analyzes the shortcomings of the existing task scheduling policies in MapReduce, then 

analyzes the uncertainty of the job execution time, and points out that the job execution time is directly 

related to the slot resources allocated by the job. The job completion time and slot consumption are 
estimated by establishing the job description file and according to the time and resource consumption 

information in the job description file. Finally, a task scheduling algorithm is proposed to meet job 

time requirements and resource optimization. The algorithm can not only satisfy the time requirements 
of users, but also minimize resource consumption. The experimental results show that the task 

scheduling algorithm designed in this paper not only completes the most jobs in the specified time, but 

also minimizes the resource consumption in the Hadoop cluster. 
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