
1

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.

Published under licence by IOP Publishing Ltd

1234567890‘’“”

AIAAT 2018 IOP Publishing

IOP Conf. Series: Materials Science and Engineering 435 (2018) 012050 doi:10.1088/1757-899X/435/1/012050

Speech Emotion Feature Analysis Based on Emotion 

Fingerprints 

Yuantao Jiang
1
, Kaifa Deng

2*
and Chunxue Wu

1
 

1
 School of Optical-Electrical and Computer Engineering, University of Shanghai for 

Science and Technology, Shanghai, China 
2 
Shanghai University of Engineering Science, Shanghai, China 

Corresponding author: Kaifa Deng, Shanghai University of Engineering Science, 

Shanghai, China 

Tel.:+86-176-2160-7346,E-mail:j17621607346@163.com,
 *
dengkaifa@126.com, 

wcx@usst.edu.cn 

Abstract: The speech recognition has caught the attention of more and more 

researchers as the important branch of artificial intelligence. However, speech 

recognition just can recognize the neutral meaning and ignore the important emotion 

information. So,this paper proposes an emotion fingerprint extraction algorithm. The 

speech signal is decomposed by lifting wavelet packets. And combining singular value 

entropy and sample entropy as the feature vector to characterize the speech 

time-frequency matrix coefficient. Then adopting the statistical values to extract 

emotion fingerprints. The experiments show that this algorithm can reflect the emotion 

information of the speech fully and distinguish several major emotions well. 
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1.Introduction   

Artificial intelligence is one of the hottest technologies recently. Speech recognition has also developed 

rapidly as an important branch of it. At present, speech recognition is the neutral semantic recognition, 

which extracts the acoustic feature parameters of human language and recognizes the meaning of the 

speech according to the recognition models. However, the emotion information which is one of the 

most important features of language is ignored. One of the founders of artificial intelligence, Prof. 

Minsky of the Massachusetts Institute of Technology in the United States, pointed out that the question 

is not whether smart machines can have emotions, but whether intelligent machines can realize 

intelligence in "The Society of Mind"[1].And Damasio's research shows that human intelligence not 

only shows normal rational thinking and logical reasoning ability, but also shows normal emotional 

ability[2]. The emotion is an important symbol of human intelligence. So, adding emotion features to 

speech recognition is an important research topic[3]. Emotion recognition is a classification problem 

of pattern recognition, which includes three mainaspects: speech emotion feature extraction, selection 

and speech emotion recognition[4]. The principle of speech emotion recognition is as figure 1. 
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    Figure 1. The principle of emotion recognition. 

The audio fingerprint technology as the important audio retrieval technology has become more and 

more important. It is a compact digital signature which is extracted from audio data to characterize the 

acoustic characteristics of the audio fully. Great audio fingerprint should meet the following four 

conditions: robustness, compactness, distinguishability, simplicity[5]. 

2. Speech emotion feature analysis 

The parameters of speech can describe emotion features and express human’s emotions.And the 

parameters include acoustic characteristics, time-frequency characteristics and statistical 

characteristics of speech signals. And the time domain waveforms of different emotions are shown as 

figure 2. 

  

     
     Figure 2. The time domain wave forms of different emotions. 

Many literatures have done a lot of research on emotion feature parameters and they mainly focus 

on amplitude, time, fundamental frequency, formant,energy, etc[6]. At present, speech features can be 

simply divided into three categories: rhythm features, spectrum signature, and other features. 

1). Prosodic features 

The prosodic features is the physical property of the speech. Because the prosodic features express 

more speech emotion information in sentences. Prosodic features include (1).The pitch frequency 

characteristics;(2).Formant characteristics;(3) Energy characteristics;(4).Time characteristics[7,8]. 

2). Spectrum features 

Compared to the prosodic features, speech does not change significantly in a short time. The 

classical spectrum features include short-term Fourier transform, linear predictor coefficients (LPC), 

Mel frequency cepstrum coefficients (MFCC), and perceptual linear predictive cepstral coefficients 

(perceptual linear predictive cepstral coefficients PLP), line spectrum pair (LSP),short time coherence 

(SMC). 

3) Other features 

In addition, there are other speech feature extraction methods in speech emotion recognition, such 

as teager energy operator (TEO), empirical mode decomposition (EMD),Fractal dimensions, deep 
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learning, etc. 

As for the differences in the language and research environment, the research methods and 

emphasis are also different. And the majority classification of emotions include angry, happy, sad, 

neutral, surprised, fear. 

3. Emotion fingerprint extraction algorithm 

The traditional fingerprint extraction algorithm has limitations which is base on time-frequency 

analysis. The two-dimensional time-frequency information matrix dimension from the time-frequency 

transformation of the original signal is too large. It is necessary to process the time-frequency matrix 

information multiple times to make it effective. Therefore, considering the nonlinear parameter 

methods to extract the signal features. In this paper, the singular value entropy and sample entropy are 

introduced in the emotion fingerprint extraction. The feature vector is based on the lifting wavelet 

packet transform and the combination of singular value entropy and sample entropy is adopted to 

characterize the time-frequency matrix coefficients of emotions. 

3.1 Lifting Wavelet Packet Transform 

The lifting wavelet construction method proposed by Sweldens[9] and it’s different from the 

traditional Mallat wavelet construction method. It doesn’t depend on the translation and stretching of 

the mother wavelet, nor does it require spectrum analysis, so it is particularly suitable for structure of 

wavelets in Finite Area, Surface and Non-uniform Sampling. And the lifting wavelet packet transform 

not only overcomes the shortcomings of traditionals, such as the heavy computation, the inability to 

accurately reconstruct the original signal, but also has the advantages of traditionals, such as fast 

operation speed,no extra space, and the integer wavelet transform, and easy parallel computing. It is 

suitable for speech recognition which requires higher real-time signal processing. 

Constructing biorthogonal wavelet packets with a lifting scheme is simpler and more efficient. The 

high-frequency components of signal can be obtained by interpolation subdivision, and constructinga 

scale function to obtain the low-frequency components. The lifiting wavelet packet is divided into: 

splitting, predicting, updating[9]. And the inverse transform of the lifting algorithm can be 

implemented by changing the plus or minus sign in the forward calculation formula. The entire lifting 

wavelet transform process is shown as figure 3. 
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Figure 3. Lifting wavelet packet transform process. 

3.2 Singular Value Decomposition and singular value entropy Calculation 

Singular values are inherent in the matrix and reflect the information contained in the matrix fully. The 

singular value entropy of wavelet packet is based on the singular value decomposition theory. The 

signal after wavelet packet transform is decomposed into a series of singular values and then utilizing 

statistical properties of information entropy to analyze the uncertainty of a set of singular values and 

then give a deterministic measure of the complexity of the speech signal. Therefore, using the singular 

value of the wavelet packet space feature matrix A as the characteristics of the speech signal to 

construct the feature vector[10]. 

Assuming A is a m×n (m>n) matrix with a rank r (r≤n), there are m×m orthogonal matrices U and 

n×n orthogonal matrices V to make 𝑈 ∧ 𝑉𝑇 = 𝐴(or 𝑈 ∧ 𝑉𝐻 = 𝐴). And ∧ is m×n non-negative 

diagonal matrix.    

𝐴 = [
𝑅 0
0 0

]                                      (1) 
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In (1), 𝑅 = 𝑑𝑖𝑎𝑔𝑟𝑎𝑚(𝜎1, 𝜎2, … , 𝜎𝑟) and the diagonal elements are the singular values of matrix A. 

And if these non-zero singular values are combined into a feature vector X(X=(𝜎1, 𝜎2, … , 𝜎𝑟). From the 

properties of the matrix singular value, this feature vector can characterizes the characteristics of the 

wavelet packet coefficient matrix. The coefficient matrix can reflect the nature and characteristics of 

the signal. So the feature vector can be used to represent the emotion characteristics. 

So, the singular value contains the characteristics of the emotion, and the difference in the singular 

value reflects the different characteristics of the different frequency bands. Each wavelet coefficient 

has the different frequency component, and the singular value is also different, normalizateing each 

component then get: 

𝑇𝑖 =
𝜎𝑖

2

𝐸
                                          (2) 

In (2), 𝐸 = 𝐸1 + 𝐸2 + ⋯ + 𝐸𝑛. Then the singular value entropy of each wavelet coefficient can be 

obtained. 

                            𝐻 = − ∑ 𝑝𝑖 𝑙𝑜𝑔 𝑝𝑖
𝑛
𝑖=1                                (3) 

In (3), 𝑝𝑖 =
𝑇𝑖

𝑇
, 𝑇 = ∑ 𝑇𝑖

𝑛
𝑖=1  . 

3.3 Sample entropy of speech signal  

Add 0.37 seconds sliding time window to calculate the sample entropy of the speech signal. Then 

calculating the sample entropy of the next 0.37 seconds time window until get the sample entropy of 

the speech signal of the last time window, thereby the time sequence of the sample entropy is 

obtained,that is, 𝑋 = *𝑥(1), 𝑥(2), … , 𝑥(𝑁)+. Sample entropy calculation steps as follows[11][12].  

(1). Given a mode dimension m, the original sequence constitutes the m-dimensional vector. 

𝑋(𝑖) = {𝑥(𝑖), 𝑥(𝑖+1), … , 𝑥(𝑖+𝑚−1)}                               (4) 

In (4), i=0,1,2,…,N-m+1. 

(2). Defining the distance between X(i) and X(j). 

              𝑑(𝑖, 𝑗) = 𝑚𝑎𝑥𝑘=1−𝑚−1 |𝑥(𝑖 + 𝑘) − 𝑥(𝑗 + 𝑘)|           (5) 

In (5), k=0,1,2,…,m-1. 

(3). Given a threshold r, counting the number of d(i,j)<r for each i and the ratio of the number to the 

distances total number N-m+1 and denoted as 𝐵𝑖
𝑚(𝑟).  

 𝐵𝑖
𝑚(𝑟) =

𝐿,𝑑(𝑖,𝑗)<𝑟-

𝑁−𝑚+1
                                (6) 

In (6), L[d(i,j)<r] is the number of d(i,j)<r. 1 ≤ 𝑗 ≤ 𝑁 − 𝑚 and j≠i.Then calculating the average of all 

of i. 

𝐵𝑚(𝑟) =
1

𝑁−𝑚+1
∑ 𝐵𝑖

𝑚(𝑟)𝑁−𝑚+1
𝑖=1                      (7) 

(4). Repeat steps (1)~(3) for m+1 to obtain B
m+1

(r). 

(5). Theoretically, the sample entropy of this sequence is 

                        𝑆𝑎𝑚𝑝𝐸𝑛(𝑚, 𝑟) = 𝑙𝑖𝑚𝑛→∞,− 𝑙𝑛
𝐵𝑚+1(𝑟)

𝐵𝑚(𝑟)
-                   (8) 

When N takes a finite value, the estimated value of the sample entropy can be obtained. 

𝑆𝑎𝑚𝑝𝐸𝑛(𝑚, 𝑟, 𝑁) = − 𝑙𝑛
𝐵𝑚+1(𝑟)

𝐵𝑚(𝑟)
                           (9) 

The parameters m, r, and N in the formula are referenced in [9]. And in this paper, m=2, r=0.2SD, 

N=1024 and SD is the standard deviation of the original data. 

From the above theoretical analysis, it can be found that the singular value entropy of each wavelet 

packet coefficient contains more comprehensive characteristics, and the difference of singular values 

reflects different characteristics of different frequency bands. The stable estimates can be obtainde from 

the sample entropy analysis and it can represent signal complexity and irregularity and has good noise 

immunity and anti-jamming capability. So, the emotion fingerprintings which is extracted by the 

combination of singular value entropy and sample entropy can fully reflect the emotion characteristics 

of speech. 
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4. Experiment and result analysis  

4.1 Emotion fingerprinting extraction process 

The emotion fingerprinting extraction process is shown as the figure 4:     
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 Figure 4. Emotion fingerprinting extraction process. 

(1). Converting speech to 16 bit/sample and sample rate is 44. 1 kHz mono signal, then adopting 

endpoint detection to distinguish speech signal and non-voice signal[13]. The endpoint detection 

results shown in figure 5. 

 

Figure 5. Endpoint detection processing 

(2). Calculating sample entropy SampEn0, SampEn1,…,SampEnn according to formula (8) for all 

sample points. 

(3). In the experiment, the frame length is 2048 and adopting the Hanning window to smooth the 

frame edge. The overlap factor P = 28/32.The Hanning window formula is as follows: 

𝑊(𝑛) = {
0.5 × ,1 − 𝑐𝑜𝑠 (2𝜋𝑛/(𝑁 − 1))-, 0 ≤ 𝑛 ≤ 𝑁 − 1

                0                            ,         𝑒𝑙𝑠𝑒
           

    (10) 

(4). Adopting the lifting wavelet packet to perform 5-layers decomposition on each frame,then 

extracting the decomposition coefficients of the fifth layer from low-frequency to high-frequency 

bands. Then reconstructing the obtained wavelet packet coefficients for the feature matrix A of the 

lifting wavelet packet. 

(5). Performing singular value decomposition on the feature matrix A, and the feature vector 

σ = (𝜎0, 𝜎1, … , 𝜎𝑛) formed by the singular value can be obtained. Then calculating singular value 

entropy according to formula (3). 

(6). Combining the singular value entropy and sample entropy as the feature vector 
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,𝑆𝑎𝑚𝑝𝐸𝑛(𝜎1), 𝑆𝑎𝑚𝑝𝐸𝑛(𝜎2), … , 𝑆𝑎𝑚𝑝𝐸𝑛(𝜎𝑛)- of the emotion fingerprint. 

(7) Extracting the hash value to generate the emotion fingerprint. The statistics is an effective 

method for extracting relevant feature values. This algorithm calculates the following entropy 

statistics. 

                            𝐻𝑖 = ∑ |𝑆𝑎𝑚𝑝𝐸𝑛(𝜎𝑛)|2𝑗
𝑛=1                            (11) 

                             𝐻𝑠𝑢𝑚𝑘 = ∑ 𝐻𝑖
𝑚
𝑖=1                                   (12) 

                  𝐻𝑎𝑣𝑔 =
1

𝑡
∑ 𝐻𝑠𝑢𝑚𝑘

𝑡
𝑘=1                                (13) 

In the formula (11),(12),(13), SampEn(σn) is the value of singular value entropy and sample entropy 

of the nth wavelet packet coefficient of the kth frame’s ith subspace. Hi represents the entropy value of 

the kth frame’s ith subspace. Hsumk represents the entropy value of the kth frame , Havg represents the 

average entropy value of all frames. 

(5). Extracting audio fingerprints by hash bit values. Comparing the energy value Esumk of each frame 

with the average of energy value Eavg of all frames, one bit of hash value of each frame is generated 

according to the formula (12).The splicing of all generated hash bit values constitutes the emotion 

fingerprint. 

                      𝐻(𝑘) = {
1, 𝐻𝑠𝑢𝑚𝑘 > 𝐻𝑎𝑣𝑔

 0, 𝑒𝑙𝑠𝑒
                               (14) 

Then the emotion fingerprint of the audio signal which length is N can be expressed as:      

                     𝑆(𝑡) = ∑ (𝑘1ℎ1(𝑡) + 𝑘2ℎ2(𝑡) + ⋯ + 𝑘𝑛ℎ𝑛(𝑡))𝑁
𝑡=1                  (15) 

In (15), hi is the hash value of the emotion fingerprint extracted for each frame signal, and Ki (i=1, 2, 

3, 4, 5) is the synthesis coefficient. 

4.2. Experiment Analysis 

This paper take the casia's Chinese emotion database for experiments[14]. There are four speechers 

include two men and two women. And the number of speeches are 50 with angry, fear, happy, neutral, 

sad, and surprise respectively and the time of each speech is 1 second.  

The emotion fingerprint is extracted with the algorithm of this paper for these speeches. The 

fingerprint distance is an important indicator to distinguish different emotions. If the speech with 

different emotion has similar emotion fingerprint, it will cause higher bit error rate(BER) in emotion 

recognition. And the emotion fingerprint of angry, happy, sad, fear, neutral, surprise are shown as figure 

6. And taking the BER to represent the fingerprint distance and the result is shown as table 1. Assuming 

that the length of the two fingerprints is B bits, the number of mismatched bits is n, and the BER presses 

as the formula (16). 

                         𝐵𝐸𝑅 =
100

𝐵
∑ {

1, ℎ′(𝑛) ≠ ℎ(𝑛)

0, ℎ′(𝑛) = ℎ(𝑛)
𝐵−1
𝑛=0                          (16) 

In (16), h
’
(n) and h(n) represent different fingerprints respectively. 
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Figure 6. The emotion fingerprinting of the different emotions 

Table 1. The distance of the different emotions 

Emotion Angry Fear Happy Neutral Sad Surprise 

Angry 0 0.5431 0.6553 0.6089 0.5645 0.6643 

Fear 0.5431 0 0.6479 0.6728 0.6469 0.7213 

Happy 0.6553 0.6479 0 0.7070 0.6145 0.6329 

Neutral 0.6089 0.6728 0.7070 0 0.6935 0.7142 

Sad 0.5645 0.6469 0.6145 0.6935 0 0.6534 

Surprise 0.6643 0.7213 0.6329 0.7142 0.6534 0 

Then the emotion fingerprint of different people with the same emotion is shown as figure 7, the BER 

is also adopted to represent the fingerprint distance and the result is shown in table 2. 

 

  Figure 7. The emotion fingerprinting of different person. 

  Table 2. The BRE of emotion fingerprinting by different person. 

Persons Woman1 Woman2 Man1 Man2 

Woman1 0 0.2416 0.3024 0.2977 

Woman2 0.2416 0 0.2843 0.2861 

Man1 0.3024 0.2843 0 0.3146 

Man2 0.2977 0.2861 0.3146 0 

The results show that the bigger the BER, the greater the difference between different emotions, the 

better it can distinguish between different emotion. From figure 6 and table 2, it is evident that the BER 

of the fingerprint comparison between the same speecher's different emotion is between 0.5431 and 

0.7213, beyond the threshold 0.35 proposed in [15], which shows that this algorithm has a strong 

distinguishability in different emotions. 

And from figure 7 and table 2, the BER of fingerprints comparison between the same emotion of 

different speechers is between 0.2416 and 0.3146, and the distance between the fingerprintings is small, 

so judging these are the same emotion basically. And the BER is that the emotion fingerprint includes 

the semantics characteristic parameter and the acoustic characteristics of men and women. Therefore, 
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the emotion fingerprint also provides a good theoretical basis for speech recognition which combine the 

semantics characteristic and emotion characteristic. 

5. Conclusion 

In this paper, the singular value entropy and sample entropy are introduced into the emotion fingerprint, 

adopting a feature vector combine the singular value entropy and sample entropy to characterize the 

time-frequency matrix coefficients of the speech emotion based on the lifting wavelet packet transform. 

extracting the emotion fingerprints by statistical value calculations. Experiment analysis shows that 

there are significant differences in emotion fingerprints of different emotion, so emotion fingerprints can 

characterize the emotion information in the speech well and distinguish different emotion clearly. 

Emotion fingerprints with emotion information are smaller than original signals, occupy less memory, 

and are easier to process. It provides a good theoretical basis for speech recognition combined with 

semantic and emotion recognition. So considering the speech recognition algorithm recognise emotion 

and semantic information synchronously according to the audio fingerprint algorithm is the future work. 
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