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Abstract. Java character is a legacy in Indonesian culture. It is a character to express Java 

language for Java people. Java characters have high level of its complexity because it consists 

of three types, basic characters (carakan), numbers, and complementary characters (sandhangan). 

This research performed an experiment to recognize Java character using Hopfield network. 

Firstly, Java character image will be transformed into bitmap format, then we process the data 

using Hopfield network as an associative memory to recognize. The experimental result denoted 

that average accuracy is 88%. It is better than some other neural networks method used by other 
researchers. 

1.  Introduction 

Java character is a character to express Java language which is used by Java people. It is a legacy of 

Java culture, but many Java people abandoned it. Recently, in information technology era, we can 

digitize this character so that the young generation of Java people will understand this culture legacy. 

Unfortunately, study on Java character recognition is very rare. We found some studies related to 

Java character recognition. A study which is conducted by Budhi and Adipranata compared its 

recognition between evolutionary neural network and combination of chi2 and backpropagation  [1]. 

The study result showed that combination of chi2 and backpropagation outperformed with 70% 

accuracy. Then, study concerned with java character is feature extraction [2]. This study focused on how 

to extract feature to obtain simple closed curve, straight lines and curve. To reduce the pixels they used 

skeletonizing. Research using associative memory compared with evolutionary neural network and 

counterpropagation has been conducted [3]. Its experiment lead to evolutionary neural network as the 

highest accuracy. Budhi tried to compare all his work to recognize Java character by using neural 

networks [4] and the best accuracy is combination of chi2 and backpropagation. For all type of character 

its accuracy is 73.71% and for basic character 65.75% respectively. The more advanced of this study is 

to develop Java word processor [5]. As mentioned above, the performed study did not try to use Hopfield 

network yet. It is a good method for recognizing traditional characters. 

The rest of this paper is organized as follows. In section 2 we describe about Java characters. In 

section 3 we discuss some theories of Hopfield network. Section 4 we describe the methodology. Section 

5 shows the experimental result, then paper ends in section 6 with conclusions. 

2.  Java characters 

Java characters is derived character from Brahmi character. It was long time used in many Indonesia 

region, not only in Java but also Makassar, Melayu, Sunda, Bali, Sasak. Java characters have the basic 

characters called carakan [6] as shown in figure 1. 
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Figure 1. Basic Java characters (carakan) [6]. 

Java characters also have its own numbers which is shown in figure 2 in ascending order and 

sandhangan as a complementary character which is shown in figure 3. While sandhangan is a Java 

complementary characters and it can be used to express a vowel to complement carakan. 

 

Figure 2. Number Java characters [6]. 

 

Figure 3. Number Java characters (sandhangan). 

3.  Hopfield network 

In this section we will describe Hopfield network, associative memory, Hebbian Learning, and Hopfield 

network as an associative memory. 

3.1. Hopfield 

Hopfield Network is a method in Neural Network which uses combination of feed-forward and 

feedback. When a feedback is entering its network, stability of it cannot be guaranteed. By using 

Hopfield network, it must consider how to control network stability. Although Hopfield is a single layer 

but its structure as a feedback model could make it behave like a multilayer [7]. It is obviously seen in 

figure 4. 

 

Figure 4. Structure of Hopfield network [7]. 
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3.2. Associative memory 

Associative memory is distributed memory that alike brain and learning by association [8].  Associative 

memory can map input - which concerns with its value – to a stored information in memory. We can 

implement associative memory by using recurrent networks and choosing proper weight to have a stable 

output. As a recurrent network, this stable output become an input [9]. 

3.3. Hebbian learning 

A Hebbian learning rule is a learning rule in neural networks that determines the weight of connection 

between two units whether it should be increased or decreased to the product of their activation. Hebbian 

learning uses learning rate to activate neurons simultaneously to strengthen them [10]. Four properties 

of Hebbian learning are Time-dependent mechanism, Local mechanism, Interactive mechanism and 

Conjunctional mechanism [8]. 

3.4. Hopfield network as an associative memory 

There are four steps in Hopfield network [10]: 

a. Using Hebb learning, set of input x1, x2, …, xm are contributed from N-dimensional fundamental 

memory. Synaptic weight can be obtained from formula (1) bellow: 

𝑊 =
1

𝑁
∑ 𝑥𝑟𝑥𝑟

𝑇 −
𝑀

𝑁
𝐼

𝑀

𝑟=1

 (1) 

 

b. Initialize xp vector for testing. The formula (2) is shown as follow: 

xi (0) = xip, (2) 

 i = 1,2,…,N  

      

where xi (0) is ith neuron when n=0, xip is ith element from vector xp, and N is number of 

neurons. 

c. Do iteration with asynchronously adjustment using rule as shown below: 

𝑥𝑖(𝑛 + 1) = ℎ𝑠𝑔𝑛 (∑ 𝑤𝑖𝑗𝑥𝑗(𝑛)

𝑁

𝑗=1

) ,     𝑖 = 1,2, … , 𝑁 

ℎ𝑠𝑔𝑛(𝑣𝑖(𝑛 + 1)) {

1,           𝑣𝑖(𝑛 + 1) > 0

𝑣𝑖(𝑛),   𝑣𝑖(𝑛 + 1) = 0

−1        𝑣𝑖(𝑛 + 1) < 0

 

𝑣𝑖(𝑛 + 1) = ∑ 𝑤𝑖𝑗𝑥𝑗(𝑛)

𝑁

𝑗=1

 

d. Result, when vector x in stable condition. 

4. Methodology 

We used Hopfield network for recognizing Java characters. First, we collected the data. Then, the Java 

characters transformed from TTF format into bitmap format (BMP). The characters are combined in 

two combination and each character is put noises. Then we performed Hopfield network to obtain 

pattern. We used Hebbian learning to construct Hopfield network as an associative memory. 
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Figure 5. The methodology using Hopfield network. 

5.  Experiment result 

We used combination of two Java characters for testing the performance of Hopfield network. From the 

characters combination, we obtained 190 combinations and put noise into them. Matlab function, 

imnoise, is employed to get noise gaussian is used also.  

Table 1. Experiment result. 

Noise Result 

0 100% 

0.4 100% 

0.6 99% 

0.8 98% 

1 96% 

1.5 92% 

2 87% 

2.5 83% 

3 81% 

3.5 79% 

4 78% 

4.5 76% 

5 74% 
 

The experimental results obviously seen from table 1 that without noise Hopfield reached outstanding 

performance in recognizing Java characters. When it is put noise, its accuracy decreased as noise set to 

be increased. By using matlab embedded function imnoise, we put maximum noise at 5 since at that 

point the character is getting more blurred and hard to be seen obviously. 

The average accuracy of our experiment was 88%. It outperformed some research which was 

conducted by researchers as being mentioned in section 1. 

6.  Conclusion 
In this research we conducted an experimental research to recognize Java characters. Java characters 

have high level of complexity since its character consists of three types which is basic characters 

(carakan), numbers, and complementary characters (sandhangan). We used one of a neural network 

method, Hopfield network and Hebbian learning to perform this research. Its average accuracy is 88% 

Data collection 
Two Combination of 20 

java characters 

Segmentation 

Transform object into 
bitmap format  

Hopfield network as an 
associative memory  
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and it is denoted that this work outperformed some research which was conducted by some other 

researchers which used other neural network methods. 
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