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Abstract. Sequential pattern mining is one of popular data mining technique with sequential 

pattern as representation of data. However, most of sequential pattern mining research was 

conducted for structured data. In this paper, we did literature review of the sequential pattern 

mining algorithm that suitable for unstructured data such as text data. We reviewed several 

sequential pattern mining algorithm that had already used in text mining research, among others 

GSP, Spade, PrefixSpan, Spam, Lapin, SM-Spam, CM-Spade, BIDE, and another various 

algorithm based on sequential pattern mining problem such as concise representation and how 

to extract more rich pattern. The result showed that that from year to year research on text data 

using sequential pattern mining had increased. Although, not many algorithm were developed 

and also still rarely new algorithms were implemented in text data. 

1.  Introduction 

Text data mining or text mining is a technique of gaining new knowledge from the text, automatically 

or semi-automatically, in which knowledge extracted from the text is useful and comes from a great 

number of text [1]–[3]. The data managed in the text mining technique is unstructurized text data. The 

difference between data mining and text mining is the extraction feature or the patterns coming from 

different forms of data. On the data mining, the extraction feature comes from a structured data, as for 

the text mining, it comes from a semi-structured data, and it cannot be considered as not structured at 

all or structured, although mostly come from the unstructured data [4], [5]. For that reason, the text data 

needs to be represented to be structured representation. In text mining, there is a pre-processing stage 

which prepares text data to become a structured representation [6], [7].  

One of the structured representations of text is multiple of words. Multiple of words collect words 

on a text document by paying attention to the relations between words so that with the representation of 

multiple words, the semantic meaning on a text document can be maintained well, because it can 

understand the relations between words/phrases, even clauses and sentences [8], [9]. Sequential pattern 

mining (SPM), aside as one of the data mining techniques, can also be used as an algorithm to establish 

a structured text representation in the form of multiple of words. SPM algorithm results in sequential 

patterns between items. To this day, the SPM algorithm have developed well, such as GSP, Spade, 

PrefixSpan, Spam, Lapin, SM-Spam, CM-Spade, BIDE, and other SPM algorithms. The development 

of SPM algorithm is based on the needs of database that change and the efficiency of resulted pattern of 
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representation [10]. Basically, the SPM algorithm does the mining towards structured data. But, there 

also possibilities in which those algorithms are used in mining process that uses unstructured data, such 

as text data. In this research, we did a study on SPM algorithms literatures and did a simple survey about 

the use of those algorithms on text data. 

2.  Sequential pattern mining 

Sequential pattern is a pattern established from a recurring transaction sequentially [4]. The technique 

of finding sequential pattern or sequential pattern mining is a part of data mining techniques that extracts 

the patterns in the form of sequential data, known as a set of features that stores the secrets information 

[10], [3], [11]. Sequential pattern emerges from the idea of transaction done in the supermarket which 

is usually done by the customers, there will be things that are usually bought simultaneously, there are 

also goods that are squentially bought after the others, so a pattern occurs [12]. But, although the 

sequence of the emergence is important, the emergence of an item on a sequential pattern doesn’t have 

to be contiously, so there can be another item between one item and the others in a sequential pattern. 

There are several terms in the sequential pattern, such as: 

 Item set which is a a set of items that are not empty, for exampe an item set which is connoted 

with an i, in which i = (ij, ij+1, ij+2, …, in) and ij is an item. 

 Then a sequence, i.e. a sequential list of several item sets, if the sequence is connoted with s, 

then s ={sj, sj+1, sj+2, …, sn} in which  sj is an item set. A sequence A = {a1, a2, a3, …, an} is 

considered subsequence from sequence B = {b1, b2, b3, …, bn} and B is a supersequence from 

A, if the integers i1 < i2 < i3 < …< in and a1 ⊆ bi1, a2 ⊆ bi2, a3 ⊆ bi3, …, an ⊆ bin. For example, a 

sequence {(3) (4, 5) (8)} is subsequence from a sequence {(7) (3, 8) (9) (4, 5, 6) (8)}, because 

(3) ⊆  (3, 8), (4, 5) ⊆  (4, 5, 6), and (8) ⊆  (8), but a sequence {(3) (5)} is not a subsequence 

from sequence {(3, 5)} and vice versa. This is because on sequence {(3) (5)} items emerge in 

order of one item set with another item set, meanwhile, on sequence {(3, 5)} items emerge 

simultaneously in an item set. In a set of sequence, a sequence is considered as maximum if a 

sequence is not a subsequence of another sequence. 

 Furthermore, a support which is a value of a sequence that has to be met to indicate that number 

of transaction that consists of the sequence. A sequence is considered attractive if it meets the 

minimum support of the whole transaction. On the case of supermarket transaction, the support 

of this sequence is defined as a value of the total of customer’s transaction which supports a 

sequence resulted 

On the case of supermarket transaction, each transaction is considered as one item set and sorted based 

on the time of transactions, while all transactions of each customer is considered a sequence. The steps 

of finding the sequential pattern starts from table 1 and table 2, with a minimum support of 25% and 

applies the max function [12]. Table 1 is a transaction database table which has been sorted based on 

the transaction of each customer so it is known as sequence database. The transaction from table 1 is 

transformed to be a transformed database, as seen in table 2. Furthermore, the sequential pattern resulting 

from a transformed database on table 2 results in sequential pattern <(30) (90)> dan <(30) (40, 70)> 

with the emergence frequency of minimum twice of the whole transaction. 

Table 1. The example of sequence database of transaction. 

Customer ID Transaction Time Items Bought 

1 June 25 ‘93 30 

1 June 30 ‘93 90 

2 June 10 ‘93 10, 20 

2 June 15 ‘93 30 

2 June 20 ‘93 40, 60, 70 

3 June 25 ‘93 30, 50, 70 

4 June 25 ‘93 30 
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Tabel 1. Cont. 

4 June 30 ‘93 40, 70 

4 July 25 ‘93 90 

5 June 12 ‘93 90 
 

 

Table 2. The example of sequence database of transaction. 

Customer 

ID 

Original Customer 

Sequence 
Transformed Customer Sequence 

1 <(30) (90)> <{{(30)} {(90)}}> 

2 <(10, 20) (30) (40, 60, 70)> <{{(30)} {(40), (70), (40, 70)}}> 

3 <(30, 50, 70)> <{(30), (70)}> 

4 <(30) (40, 70) (90)> <{{(30)} {(40), (70), (40, 70)} {(90)}}> 

5 <(90)> <{(90)}> 
 

2.1.  Basic SPM algorithm and its variants  

One of the SPM algorithms that is used the most is PrefixSpan, because the PrefixSpan reduces the 

database projection so that the performance is better than GSP, FreeSpan, and SPADE [13]. PrefixSpan 

is an SPM algorithm which adapts the divide and conquer principle and the pattern growth so that the 

mining process is more efficient, especially for the larger size of database [14]. Another SPM algorithm, 

such as GSP, which is adapted from Apriori algorithm in creating the sequential pattern [15]; SPADE 

algorithm which overcomes the problem of scanning database that happens repeatedly so that the mining 

process can become more efficient, although it still adapts the Apriori algorithm [16]; SPAM algorithm 

which integrates the depth first search with the depth first transversal techniques to make the sequential 

pattern which is too long to be efficient [17]; the FAST algorithm which represents the database with an 

indext sparse id-list to speed up the support calculation of the squential pattern [18]; CM-SPADE and 

CM-SPAN algorithms which uses the vertical representation to create a sequential pattern in which the 

process of generating candidate is accompanied by a test approach so it also rise the candidates which 

are not frequent to be eliminated [11]; also LAPIN algorithm which comes from the last position of an 

item so that it becomes the reference of whether the sequence resulted is frequent or not [19].  

2.2.  SPM Algorithm and its variants based on representation problem 

There are three approaches to represent the frequent item set by selecting the features so that the frequent 

item set resulted can be more efficient. Those three approaches are maximum item set, close item set, 

and generator item set (key item set) approaches. A sequence s is said to be maximum if there is no more 

sequence s’ which is a subsequence from a sequence s [8], [12], [20], [21]. For example, sequence s has 

items (a, b, c, d, e) and sequence s’ has items (b, d, e), and both are frequent in the collection of 

documents. So that sequence s’ is a subsequence from sequence s, so that sequence s is said to be 

maximum and sequence s’ will be eliminated. Meanwhile, the close approach selects formed features to 

be more efficient. A sequence s is said to be close if there is no more sequence s’ which is a subsequence 

from sequence s, in which sequence s and sequence s’ have the same frequency [22], [23]. For example, 

sequence s has s (a, b, c, d , e) with the frequency of 3 and sequence s’ (b, d, e) with the frequency of 3, 

then the sequence s is close and sequence s’ will be eliminated. But, if sequence s’ has a different 

frequency with sequence s which is its supersequence, then sequence s’ will not be eliminated and will 

be included in close item sets. Last of all, the item set generator approach is the opposite of the close 

approach, if there is no more sequence s which is a supersequence from the subsequence s’, in which 

sequence s and sequence s’ have the same frequencies. 

 The SPM algorithm which applies the close principle, such as ClaSP, has an efficient searching 

method which uses the space pruning and vertical database layout [24]; the algorithm CloSpan which 

creates a sequential pattern from the large database [25]; the CloSpan algorithm and CM-ClaSpan which 

combines ClaSP and CloSpan [11]; CloFAST algorithm that combines sparse id-list and vertical id-list 

so that the calculation of the value of the support sequential pattern resulted is faster [26]; and the BIDE 
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algorithm which creates the sequential pattern without the process of candidate maintenance to result in 

frequent closed sequence [27]. The VMSP and Max SP algorithms are SPM algorithms that create the 

maximum sequential pattern. In which, VMPS is vertical mining of maximum sequential pattern which 

uses vertical mining the first time [28], as for MaxSP, it is an algorithm which uses maximum sequential 

pattern without doing the process of candidate maintenance [29]. Furthermore, the SPM algorithms 

which result in the sequential generator pattern are VGEN [30], FEAT [31], and FSGP [32]. 

2.3.   Another variants of SPM Algorithm 

Other SPM algorithms among others GoKrimp and SeqKrimp for compressing sequential patterns [33]; 

SeqDIM for frequent multidimensional sequential patterns derived from multidimensional sequence 

databases [34]; and the Songram algorithm for frequent closed multidimensional sequential patterns 

derived from multidimensional sequence databases [35]. There is also a Hirate-Yamana algorithm that 

performs SPM with min / max time interval between events and min / max time for 

the length of the sequence [36]; and other Fournier-Viger Algorithms that combine SPM with 

dimensional pattern mining, time intervals, automatic clustering of valued actions, and closed sequence 

mining [37]. 

3.  Sequential pattern mining for text 

The representation of text with the result of SPM is known as frequent word sequence (FWS) [8], [9], 

[21]. FWS has a structure in which it sees documents or the collection of text datas as a set of frequent 

word sequence. The FWS structure can be illustrated by {(w1,w2), (w3,w4), …} in which (w1,w2) is 

FWSi, (w3,w4) is FWSi+1, etc. The order of the emergence of a  set of FWS corresponds with the order 

of the emergence in the documents or a collection of text datas, as well as the emergence of elements on 

FWS is always in order with the emergence on a document or a collection of text datas. This means that 

in a collection of documents, FWSi occurs frequently and followed by FWSi+1 and so on. As well as the 

elements or items in FWSi, w1 will always be followed by w2, if w2 emerges before w1 it will be 

considered as a different FWS, as well as the emergence of elements in  FWSi+1 and so on. Even the 

FWS has been developed not only by paying attention to the order of the words’ emergences, but also 

by paying attention to the order of the words’ emergences on the tex datas, known as a set of FWS [9]. 

Table 3. The example of document collection 

(presented in Indonesian Slang language). 

No. Content of document 

1 

PKL di sekitar kawasan Gasibu sudah 

mulai ditertibkan. Para PKL masih boleh 

berjualan di area monumen sampai 

dengan di depan Telkom. 

2 

PKL di Gasibu telah ditertibkan untuk 

mengurangi kemacetan di sekitar Gasibu 

pada hari Minggu. Para PKL dibolehkan 

untuk berjualan di area Monumen. 

3 

Warga Bandung, mohon laporkan jika 

mendapati atau melihat PKL yang kembali 

berjualan lagi di kawasan yang sudah 

ditertibkan. Juga mohon laporkan jalan 

mana saja yang baru diaspal namun sudah 

rusak kembali. 
 

For example, from the example of the collection of documents in table 3, the representation of FWS 

which resulted on the minumum value of support of 50%, such as: {(pkl)}, {(pkl, tertib)}, {(pkl, jual)}, 

{(pkl, kawasan)}, {(pkl, gasibu, jual area)}, {(pkl, gasibu, tertib, jual)}, {(jual, area, monumen)}, 

{(area)}, {(gasibu)}, {(gasibu, jual)}, {(tertib, area, monumen)}, and {(gasibu, jual, area, monumen)}. 
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FWS {(pkl, tertib)} is different with {(tertib, pkl)} because those two FWS emerge in a different order 

on the collection of documents or text data. 

4.   Results and discussion  

From a whole lot of SPM algorithm that develops continuously, we did a simple survey for each 

algorithm and saw the trend of SPM algorithm using for text data. We obtained the datas from Mendeley 

and Google Scholar, since those two indexing were representative and complete enough and represented 

the the researches published from various sources. Table 4 shows that from 23 SPM algorithm, 

PrefixSpan algorithm is the most used algorithm for a research with text datas, and there are 4 SPM 

algorithms which are implemented in a research using text datas, such as CM-SPAM, SPADE, BIDE, 

and GoKrimp algorithms. Meanwhile, the other 18 SPM algorithms have yet to be discovered in the 

research using the text datas. It shows that SPM algorithm has been used to search for sequential pattern 

from the unstructured datas, such as text, either on the text mining researh, information retrieval, or 

natural language processing. But, there are still a lot of SPM algorithms that have not been implemented 

on the research using text data. 

Table 4. FIM algoithm for research with text data. 

Algorithm 

How many used for research 

with text data 

0 > 0 & < 5 ≥ 5 

CM-SPADE √   

CM-SPAM  √  

FAST √   

GSP √   

LAPIN √   

PrefixSpan   √ 

SPADE  √  

SPAM √   

ClaSP √   

CM-ClaSP √   

CloFAST √   

CloSPAN √   

BIDE  √  

VMSP √   

MaxSP √   

VGEN √   

FEAT √   

FSGP √   

GoKrimp  √  

SeqKrimp √   

SeqDIM √   

Songram √   

Hirate-Yamana √   
 

5.  Conclusion 

SPM is one of the data mining techniques which looks for the sequential pattern from the transaction 

database. Basically, SPM is used to do a mining for structurised datas. But, SPM can also be used on 

the unstructurised datas, such as text, which results in FWS as a structured representation of text. From 

the whole lot of SPM algorithm developed, there is only 1 out of 23 algorithms or 4.34% that is used in 

the research using text datas, 17.39% (4 out of 23) of SPM algorithms are used on the research using 

text datas, although there are just a few. Meanwhile, 78.27% (18 out of 23) others have not been 
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implemented on a text data. This becomes the opportunity for an upcoming research in implementing 

and researching on the SPM algorithms for text datas, both on text mining techniques, information 

retrieval, and natural language processing.  
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