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Abstract. Fitting label-imbalanced data with high level of noise is one of the major challenges 

in learning-based intelligent system design. In this paper, for the two-class problem, we 

propose a bagging-based algorithm with Xgboost classifier (Gradient Boosting Machine) and 

under-sampling approaches to overcome the challenge. To avoid model misspecification 

caused by imbalanced data, random sampling with replacement is employed to obtain several 

balanced training sets; and to mitigate the problem of misleading information produced by 

noise, Tomek Link method is introduced to eliminate the cross-class overlapped instances, 

which are the primal sources of noise. And to obtain robust individual learners, we utilize 

Xgboost, a novel Gradient Boosting Machine-based classifier with convenient parameter 

tuning interface, to fit each component of the bagging ensemble. The performance of the 

proposed method is tested with Mandarin radio records (MFCC features) with the task of 

keywords recognition, and experimental results show that the new method could outperform 

single Xgboost classifier, verified the rationality and effectiveness of the bagging scheme. The 

method proposed in the paper could offer a novel solution to the challenge of noisy imbalanced 

data classification, and the implementation of Xgboost in this area could also serve as an 

innovative work. 

1. Introduction 

Data-driven learning algorithms are grasping increasing popularities in the designing of automation 

and intelligent systems with their record-breaking capacities for various tasks [1]. While this branch of 

algorithms has shown state-of-the-art performances, learning with highly-noisy class-imbalanced data 

imposes a significant challenge for the further development of them. Specifically, for classification 

tasks in intelligent and automation system designing, most of the learning algorithms are based on the 

assumption of a roughly class-balanced dataset with minor noise; in practice, however, data collected 

from industrial applications could be highly skewed in label distribution and associated with 

significant noise. Thus, when encountering label-skewed noisy data in automation and intelligent 

system, the performances of the advanced learning techniques often drop drastically [2].  

There exist previous research endeavours to address the problem, and they could be roughly 

categorized into four types: surrogate loss functions, re-sampling methods, ensemble learning and 

special class feature representation (so-called one-class learning) [3]. Among the above categories, the 

re-sampling approaches, which intend to produce a balanced dataset by oversampling the minority 

class and/or sub-sampling the majority class, and ensemble learning methods, which aims to stack 
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multiple learners working together to get a more satisfying prediction, could be regarded as 

approaches from a data-level perspective. The major advantage of these two types of methods is that it 

does not demand the modification of the structure of the classifiers, thus they could be flexibly 

plugged into different types of powerful individual algorithms. Previous research mostly utilizes re-

sampling and ensemble method separately, and it naturally comes to an intuition that a hybrid of the 

two methods might have a better performance, which constitute the inspiration of this paper. 

In this paper, following the above inspirations of sub-sampling and ensemble learning, we design a 

novel algorithm to process class-imbalanced noisy data for two-class classification. Specifically, for a 

dataset considered as label unbalanced and significantly noisy-affected, the algorithm will firstly 

produce several balanced sub-datasets by randomly sampling the majority with replacement and 

combining them with the minority. The number of sub-datasets are specified manually, and this 

process this much alike conventional bagging method. After obtaining the datasets, we perform sub-

sampling method, more specifically Tomek Link elimination [4], on them to mitigate the noise by 

removing the overlapped data between the two classes. Subsequently, we could fit one classifier per 

subset to get a bagging algorithm result. In our method, the individual classifier is selected as Xgboost 

Classifier, which is an advanced implementation of the popular-employed Gradient Boosting Machine 

[5]. And finally, when predicting a new example, the algorithm could weight each individual voter 

equally and output a probability, which will be its confidence in predicting the instance as 

majority/minority.  

To this end, the rest of the paper is arranged as follows: section 2 will be reviewing related work in 

the area and discussing their relationships with our work; section 3 will be adopted as detailed 

introduction of our proposed algorithm; the experimental results will be illustrated in section 4 

together with the setting of the experiment and the discussions regarding the result; and finally, a 

general conclusion will be demonstrated in section 5. 

2. Related Work 

Re-sampling has been served as one of the conventional approaches to process imbalance data 

classification [6], and major publications have discussed both over-sampling and under-sampling 

algorithms. However, both over- and under- sampling methods could incorporate bias to the data and 

thus adversely affect the results [7]. And despite the abundant number of publications, it still remains 

unclear whether over- or under- sampling will be more preferable regarding the overall performance 

[8]. In this paper, under-sampling is considered for the purpose of ensemble. Popular under-sampling 

algorithms include NearMiss [9], Condensed Nearest Neighbour [10], as well as the Tomek Link 

method employed in our algorithm. [11] summarized various under-sampling methods and provided 

related APIs, which are adopted in the program of the proposed algorithm. Notice that although all the 

algorithms in this branch are all labelled as ‘under-sampling’, the intuitions behind them could vary to 

a large extent. For instance, [12] method aims to produce several distinct representations for the 

majority class, while Tomek Link, the method utilized in our algorithm, primarily serves as an 

algorithm to reduce noise.  

In addition to re-sampling, ensemble learning has also been adopted as an effective method in 

tackling label-skewed data classification [13]. Both bagging and boosting ensemble algorithms are 

included in previous literatures [14], and it is noteworthy that when training a bagging ensemble 

model on label-skewed data, the requirement of random sampling with replacement could be regarded 

as a form of under-sampling. And if we only under-sample the majority class, it will be possible to 

regard the under-sampling techniques as part of ensemble and merge the two branches of approaches. 

[15] elaborated on the above idea and argued that simply combining random under-sampling and 

bagging could achieve a satisfying performance. However, the authors did not consider the situation 

when the noise level is high. [16] discussed a combined method of an over-sampling strategy with 

bagging of SVMs, which is similar to our approach but focusing on another aspect of re-sampling. 

Regarding the Xgboost classifier utilized in our algorithm, there also exists plentiful literatures 

discussing the technique. The classifier is based on Gradient Boosting Machine and it was firstly 
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introduced by the Chen et al. in 2016 [5]. It illustrates impressive performances on various Machine 

Learning challenges [17] and has been implemented to different scientific and engineering sectors, 

including predictive finance [18], symptom analysis [19] and biostatistics [20]. However, to the best of 

the authors’ knowledge, there has not been any research outcomes focusing on the bagging of Xgboost 

models to get better predictions. As a boosting ensemble method, Xgboost tends to more likely to be 

overfitting [21], thus it is intuitive to think that applying bagging beyond Xgboost models could 

improve the overall performance. Meanwhile, by removing the overlapped instances with Tomek Link, 

we could maximize the advantage of reducing bias in boosting while avoid potential overfitting of 

noise. 

3. Methodology 

The holistic algorithm is composed of four major parts: random sampling with replacement of the 

majority data, Tomek Link elimination, individual Xgboost classifier fitting, and bagging of different 

classifiers for prediction. In this section, the details of each part of the algorithm will be discussed and 

we will show the intuitions and rationalities of the adopted techniques. 

3.1. Random Sampling with Replacement 

Random sampling with replacement is the standard technique utilized in bagging algorithm to produce 

sub-datasets, and the difference in our algorithm is that we only perform this operation on the majority 

data, which constitute our primal under-sampling algorithm. In our method, to avoid sampling the 

same instance for multiple times in one subset, we directly sample p  distinct instance by getting a 

random permutation of the index of the majority dataset, and select the first p  instances of the 

permutated data. 

Random sampling with replacement could produce datasets sufficiently representing the variance 

of the data. On the contrary, more complicated under-sampling methods, such as clustering-based 

technique, tend to better represent the bias which we demand the classifiers to learn. In our algorithm, 

since we would like to focus on reducing variance during the bagging procedure, it is preferable to 

directly utilize random sampling with replacement. The comparison between simple random sampling 

with replacement and the complex clustering-based under-sampling could be shown in figure 1.  

Since we intend to obtain a set of instance-balanced data, ideally, we would set the sampling size 

kp m , where km  is the size of the data lying in minority class. However, as we will see in the 

following paragraphs, the randomly sampled data will be further processed with Tomek Link 

Elimination, which means, the instances of majority which overlapped with the minorities will be 

removed. Thus, we would like to add some additional instances to the majority class. In our algorithm, 

we set 1.5* kp m    . 

 

Figure 1. Comparison between clustering-based under-sampling and random sampling 

with replacement. 



4

1234567890‘’“”

CACRE IOP Publishing

IOP Conf. Series: Materials Science and Engineering 428 (2018) 012004 doi:10.1088/1757-899X/428/1/012004

 
 
 
 
 
 

3.2. Tomek Link Elimination 

Tomek Link Elimination is a widely-applied conventional under-sampling technique. Unlike other 

under-sampling counterparts in the field, which will remove a large portion of the majority data to 

produce a nearly-balanced subset, Tomek Link will only remove the instances that overlapped with 

other items with different labels, which it determines as ‘noise’. The idea for Tomek Link to find 

overlapped instances is to compute ‘neighbour pairs’, which means for two data ix  and 
jx , if they are 

both the other’s nearest neighbour in terms of some distance measures (say, Euclidean distance), then 

the pair of instances will be called ‘Tomek link’. If the class labels of Tomek link are different, then 

we could remove the majority or the minority instance, or both. Formally, the algorithm could be 

described as: 

For two instances ix  and 
jx , if for any {\ },k i jxx X x , we could have 

( , ) ( , )i j i kdist x x dist x x  and ( , ) ( , )i j j kdist x x dist x x , then ix  and 
jx  are called Tomek link. If 

the instances of a pair of Tomek link belongs to different classes, then we could remove one or both of 

them. 

In our proposed algorithm, since the objective is to tackle imbalance data classification, we only 

remove the instance from the majority class with Tomek Link. The setting reflects our priority on the 

spotting the minority data, as this is usually the more important part in class-imbalanced data. And 

since we have multiple Xgboost classifiers, a sufficiently complicated decision boundary for the 

majority class could still be obtained. And regarding the distance measurement of Tomek Link, 

Euclidean distance could usually lead to satisfying performance, thus in our method this 

straightforward metric is implemented. Tomek Link Elimination is arranged after random under-

sampling in our overall algorithm procedure, and each subset will be processed with this technique 

respectively. Notice that this procedure will result in a smaller size of the post-sampled majority class 

data, thus it justifies our setting of the p  value in section 3.1. The effects of Tomek Link could be 

illustrated as Figure 2. 

 

Figure 2. Demonstration of the effect of Tomek Link Elimination.  

3.3. Xgboost 

Xgboost is based on the algorithm of Gradient Boosting Machine (GBM), which is a popular Machine 

Learning technique firstly proposed in [22]. As a boosting ensemble method, it follows the idea to 

learn from the mistakes of the previous steps. Specifically, in GBM we use the gradient of the loss 

function with respect to the existed model to represent a ‘pseudo-residual’ between the existed 

predictions and the true labels/classes. Formally, at step K , suppose we already have a model of: 

1

( ) ( ; )
K

K k k k

k

F x f x 


                                                         (1) 

Where ( ; )k kf x   is the sub-model of the k -th step and k  is the weight of the corresponding 

model. Then the ‘pseudo-residual’ of the 1K   step will be: 
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( , ( ))

( )

K
K

K

L y F x
r

F x



 


                                                           (2) 

Where (.,.)L  is the loss function that should be differentiable. Then the model of the 1K   step 

will be designed to fit this gradient as residual: 

1 11 arg min ( , ( ; ))K KK L r f x


                                                      (3) 

And after obtaining the new additive model at the current step, we would like to add it back to the 

overall model ( )KF x  with a weighting parameter   obtained by line search: 

1 1 1arg min ( , ( ) ( ; ))K K K KL y F x f x


                                                (4) 

And finally, the holistic model at this step could be denoted by: 

1 1 1 1( ) ( ) ( ; )K K K K KF x F x f x                                                    (5) 

And we could iteratively grow the model for given steps, or continue the additive fitting procedure 

until we get performances satisfying some specific metrics. However, when using the second 

paradigm in training, one should be aware of potential risks of overfitting. And in practice, like other 

Machine Learning algorithms, a regularisation term, typically 2l  norm of the parameter, will be added 

to the model to prevent overfitting.  

3.4. Bagging of Xgboost and the Holistic Algorithm 

As a bagging approach, in our algorithm each Xgboost model will be fitted with the post-Tomek Link 

under-sampled data respectively, and this will result in T  separate classifiers, where T  is the number 

of under-sampling subsets. Conventionally, for bagging of classifiers with two classes, the combining 

approach is to set the output of each sub-model {( ) 1,1}h x   and sum the output labels, where the 

final output will follow the judgement of the majority. This kind of hard-threshold combination, 

however, will increase the opportunity of misclassification. A better approach would be to obtain a 

probability for instances to be classified to majority/minority, as we might want the instance to be 

easier to be determined as a majority/minority and more difficult for the opposite.  

Our approach to get this probability is quite straightforward: since our topic is limited to two-class 

classification, we could get a weighted output with weights sum up to 1, and the final output will be 

the weights of the classifiers that predict the instance as 1 (minority class, in our settings). And this 

output could be naturally regarded as the probability of the instance to be in the minority class. 

Formally, this could be denoted as: 

1

( 1| ) ( )
T

i i t t i

t

p y x xH


                                                         (6) 

In practice, we found that setting   values uniformly with 1/t T   could achieve a satisfying 

performance, and this could also be interpreted as the result of random sampling with replacement. 

With a probability output, we could use a sign function as follows to determine the class of an instance: 

1,  ( 1| )
( )

0,  

i i

i

p y x
f x

otherwise

 
 


                                                       (7) 

And this setting enables us to tune the parameter   with cross-validation and our emphasis on 

majority/ minority. A lower   will lead to a higher recall of minority data, which could be sometimes 

crucial (say, the diagnosis of cancer, which a false negative will be life-threatening); and a higher   

value will lead to a higher recall of the majority data. The holistic procedure of the algorithm could be 

described as Figure 3. 
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Figure 3. Process of the Holistic Algorithm 

4. Experimental Results 
In this section, we will be illustrating and discussing the experimental results of the proposed 

algorithm on a set of Mandarin radio broadcast data. Our task is to recognize if a keyword is presented 

in a record of radio. In this section, we will show that the proposed algorithm could considerably 

improve the performance of the recognition task under this dataset. 

4.1. Data Composition and Preprocessing 

The original data is composed of 133 records of radio broadcast, with few of them containing the 

keyword ‘Beijing Time’ (in Mandarin). After pre-processing them into 5-seconds short pieces and 

labelling the pieces containing the full record of keyword as ‘keyword record’, we obtained 6906 

records in total, with 197 of them containing the keyword. Clearly, this is a label-imbalanced dataset 

with significant noise, thus it is an excellent example to test our algorithm. The original wave-signal 

type of data is rarely used in learning-based algorithms. Instead, following the conventional procedure, 

we transferred the records into MFCC features. And our goal is to build an algorithm to classify 

instances by their MFCC features. 

4.2. Evaluation Metrics and Experiment 

Since the classification of label-skewed data could achieve a high accuracy by simply predicting all 

the instance as majority, ordinary accuracy metric could not sufficiently represent the quality of 

algorithm. Alternatively, in label-imbalanced data classification, metrics of precision and recall will 

usually be employed. Using TP, FP, TN, FN to denote the classification results determined as True 

Positive, False Positive, True Negative and False Negative, then precision and recall of the positive 

class could be calculated by: 

TP
precision

TP FP

TP
recall

TP FN














                                                       (8) 

And vice versa for the negative class. For specifically the positive or the negative class, we could 

compute the F1 score of the score: 

 
1 2 ( )

precision recall
F

precision recall


 


                                                   (9) 

In our experiment, we focus on four evaluation metrics: overall classification accuracy, recall of the 

majority class, recall of the minority class, and the F1 score of the minority class. We adopt the F1 

score of the minority class as the overall evaluation metric, as in our task is to spot the minority 

(keyword). And as discussed in section 3, the output of our model is the probability to classify the 

instance as minority (keyword, with label 1), and we could tune the value of   to get the optimal 

prediction. In our experiments, the value of   is tested from 0 to 1 (open interval) with a precision 

length of 0.05. The change of the classification accuracy, majority (non-keyword) recall and 
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minority(keyword) recall are collected as illustrated as figures. Moreover, the optimal behaviour of 

different types of algorithms are listed in a table. 

There are 4 types of models tested in the experiments, with all of them based on Xgboost classifier 

and the parameters are best-tuned via validation. The benchmark model is a single Xgboost classifier 

with the full label-imbalanced data as the training set, and as we could see in figure 4, the problem of 

overfitting is of great significance. In the figure, the x-axis denotes the value of  , and the y-axis 

represents the value of accuracy/recall as shown in the plots. Notice that for the single-classifier 

situation the output comes back to a hard-threshold decision problem, thus there are large flat-curve 

areas in the plots.  

 

Figure 4. Performances of the benchmark single Xgboost with full dataset. 

The second model we tested is the single Xgboost classifier with our under-sampling scheme. This 

method could be interpreted as ’single-model bagging’, which could utilize the advantages of under-

sampling and Tomek Link but does not enjoy the merits of bagging of classifiers.  The performance of 

this kind of algorithm could be shown in figure 5. From the figure, it could found that the overfitting 

problem has been mitigated, and the classifier stop to predict most of the instances as majority. And 

although there is a decrease in the recall of the majority data, the overall performance has been 

improved. 

 

Figure 5. Performances of single Xgboost with the proposed under-sampling scheme. 

And finally, the bagging of 5 and 10 Xgboost classifiers following the proposed paradigm are 

tested with the same dataset. The results of these two methods are illustrated in figure 6 and 7. Two 

major improvements could be found in the two figures: Firstly, the overall performance considering 

the hybrid of majority and minority recall has been significantly improved. We could find that the 
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values of the average of the recalls of majority and minority in Figure 6 and 7 could reach significantly 

higher levels. Secondly, as more than 1 classifiers are added to the holistic model, the differences 

between the varying values of   begins to matter. And as we could see from the figure, the choice of 

  could be accomplished via validation, and we could get the optimal output together with the 

prediction confidence of each instance. 

 

Figure 6. Performances of 5 Xgboost bagging with the proposed algorithm. 

 

Figure 7. Performances of 10 Xgboost bagging with the proposed algorithm. 

Table 1 shows the best F1 score of the test minority (keyword) data and the accuracy/ recall 

information at the level. There is an additional metric of ‘balanced F1 score’, which means to assume 

the minority and majority are in the same size to compute the F1 score. This metric could put 

additional emphasis on the minority data and increase the retrieved recall of minority (keyword).  

4.3. Discussion 

From the above experiments, we could found that the proposed bagging of Xgboost model could 

considerably improve the performance of label-imbalanced data classification. And in addition to 

accuracy improvement, there also exist other advantages from different aspects in our algorithm, 

which worth further discussions.  

Table 1. Performance Comparison between Different Models 

 Best F1 

Score 

Balanced F1 

Score 

Minority 

Recall 

Majority 

Recall 

Accuracy   

Benchmark 0.0392 0.0392 0.02 1.0 0.9716 - 

1 Xgboost 0.1081 0.5645 0.48 0.7795 0.7708 - 
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5 bagging Xgboost 
0.1300 - 0.32 0.8927 0.8762 0.45 

- 0.6871 0.68 0.7008 0.7002 0.25 

10 bagging Xgboost 
0.3077 - 0.36 0.9708 0.9531 0.6 

- 0.7803 0.84 0.6871 0.6915 0.25 

The first remark is the preferable time complexity property of our algorithm. With the under-

sampling procedure, the sample size of each training set for individual classifiers decreases, which 

brings the bonus advantage of less demanded training time. Notice that as a boosting method, the 

training time of Xgboost will considerably raise when the size of the training set is large. In our 

experiments, the benchmark classifier, which was trained on the full dataset and achieved the worst 

performance, actually takes the longest time to train. And for the bagging model, the time complexity 

should be ( )O K M , where K  is the number of classifiers and M  is the time complexity of 

individual classifier. This is a favourable property, as we could efficiently fit a model with linear time 

complexity. 

The second point to argue is the probabilistic output, which could lead to benefits more than the 

simple ‘soft output’ and ‘threshold flexibility’. Probabilistic output could reflect the level of 

confidence, which could be of great importance under some circumstance. The probabilistic output 

could also bring benefits in evaluation, as we could compute the cross-entropy loss between the 

prediction and the true labels. And in the two-class scenario, the log-likelihood is equivalent to the 

negative cross-entropy, thus we could possibly perform model selection with metrics like AIC and/or 

BIC. 

5. Conclusion 

In this paper, a novel algorithm based on bagging of Xgboost classifiers is proposed for label-

imbalanced noisy data classification. The bagging procedure is designed with random under-sampling 

with replacement and Tomek Link elimination to generate data and prevent noise, and each classifier 

is trained independently with the specific subset of data. After obtaining multiple models, we could 

combine them with uniformly-distributed weights and transform the output into the probability for the 

instances to be the majority/minority. The performance of the method has been tested on Mandarin 

radio broadcast data for keyword recognition task, and experimental results have shown that the 

proposed algorithm could outstrip simple Xgboost, and adding amounts of bagging groups could 

improve the performance. 

To this end, the paper made the following major contributions. Firstly, it designed a novel 

algorithm to tackle the classification task for label-imbalanced data with high level of noise. The 

designed model could outperform existed models and the efficiency is in a high grade. Secondly, the 

paper applied Xgboost, a recently-proposed GBM-based toolkit, to the problem of imbalance data 

classification and explored its capability in dealing with such problems. The innovative work could 

provide copious information for further research with the same technique. And finally, the paper 

elaborated on the idea to use under-sampling and bagging for imbalanced data classification and made 

major contribution to the development of this branch of algorithms. 
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