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Abstract. Within the scope of the this scientific paper, the simplified reliability model of disk
arrays RAID-5 (redundant arrays of inexpensive disks) and an advanced reliability model
offered by the authors taking into the consideration nonzero time of the faulty disk replacement
and different failure rates of disks in normal state of the disk array and in degraded and rebuild
states are discussed. The formula obtained by the authors for calculation of the mean time to
data loss (MTTDL) of the RAID-5 disk arrays on basis of the advanced model is also
presented. Finally, the technique of estimation of the initial reliability parameters, which are
used in the reliability model, and the calculation examples of the mean time to data loss of the
RAID-5 disk arrays for the different number of disks are also given.

1. Introduction

In present days most of the modern enterprises use different kind of the data storage systems [1, 2] for
the files and databases, which are used within the enterprise business processes. The availability and
integrity of the files and databases directly depend on reliability of the data storage systems.

In the modern computer world, the disk arrays with data striping are often used as an essential part
of the data storage systems. Therefore, the development of the reliability models for the disk arrays
and analysis of such important reliability index as the mean time to data loss are a quite urgent task.

The modern literature on the reliability theory [3-6] offers a number of the simplified reliability
models of the technical systems, based on the Markov birth-death chains. Unfortunately, these models
do not consider specific aspects of functioning of the disk arrays with data striping and give
overestimated values for the mean time to data loss. Also there is a set of scientific papers [7-10],
which offer a set of the specialized reliability models for the disk arrays; however, they do not
consider the time of the faulty disk replacement.

Respectively, within this scientific paper, the authors offered a specialized reliability model for the
RAID-5 disk arrays with data striping taking into consideration the disk replacement time.

2. Structure of the RAID-5 disk arrays
The RAID-5 disk arrays consist of > 3 independent disks with identical capacity and remain
operable in case of failure of no more than one (any) disk.

The effective capacity of the RAID-5 array is< 1) / n part of the total capacity of disks. The 1/ n
part of each disk space is intended for storage of the redundant (control) information calculated
according to user data, which are located on the other disks. It allows one, in case of any single disk
failure, to calculate missing information by using the user and control data on the remainihg
disks.
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In case of failure of any two disks, as well ascase of failure of any second disk prior to
replacement of faulty disk and completion of théad@plication process on replaced disk, all déta o
the entire array will be irreparably lost.

Thus, the RAID-5 disk arrays present a compromete/éen fault-tolerance and redundancy.

Figure 1 shows the distribution scheme of userraddndant data blocks by example of the RAID-
5 array with four disks.

Disk Array RAID-5
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Figure 1. A structure of the RAID-5 disk array with four dgsk

The RAID-5 technology divides data into blocks apldces them in “horizontal sections”
enveloping one block of each oflisks.

Each section contains— 1 information blocks B, ... D, and one control blockS,_, . In turn, the
blocks contain arrays of bytes. The control bytes lacated in control blocks, ,, which are
calculated on the base of appropriate informatitedlocated in the information blocks.

Due to control bytes inS,_, blocks, it is possible to compute all missing B®adn case of
unavailability of any one disk.

3. Simplified reliability model of RAID-5 disk arrays
In the simplified reliability model, on basis ofetiMarkov birth-death chain [3-6], the RAID-5 disk
array is considered as a system witindependent elements, which is tolerant to thiifaiof any
single element. The initial state of the disk anisathe state when ail disks are operable.
In the simplified reliability model of the RAID-5isk array, the following set of states and
transitions between the states is used:
« State 0 — normal state: alldisks of the array are operable and data of ttey @re available.
From this state, the disk array can pass to statiéhlrate nk, (failure of any disk).
« State 1 — degraded state: one of the disks in &aitsy the remaining — 1 disks of the array are
operable, data of the array are available. Fromdtdte, the array can pass either to state 0 with
rate Oy (replacement of the failed disk and completionhef tlata replication on the replaced

disk), or to state F with raten—1)A (failure of one of the operable disks).

» State F — failed state: data of the disk arrayuaeevailable and irreparably lost.
Now let us present the following Markov chain calesing the set of states discussed above and
transitions between them (fig. 2):
nh
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Figure 2. A state graph in the simplified reliability moddltbe RAID-5 disk arrays.
Here, L, — failure rate of the disks.

0 — rate of the data replication.
Accordingly, the Kolmogorov-Chapman differentiab@tjons system for the Markov chain is:
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RO)=1L RO=R0)=0;
RO+RMO+RM =1
dRy(t)/dt = —ni Ry (t) + 0 <R (1); (1)
dR (t)/dt = nkpRy(t) = (O +(N=Dip)R(V);
dR:(t)/dt = (n-DA,R ).
Considering that in the simplified reliability mddenly in states 0-1 of the RAID-5 disk array is
operable and user data are available, one canedéré/formula for calculation of the mean time to

data loss of the RAID-5 array considering it asrian time of preserving the disk array in theestat
0-1 and taking into account that the initial stat¢he disk array is state O:

Tesow = [ (R (D) + ROt @)

Finally, one can obtain the following simplifiedrfoula for calculation of the mean time to data
loss of the RAID-5 array using the mathematicalysis:
_ 0 +(2n-1),
R5DL ~ n(n_l)ng . 3)
Mention must be made that in the simplified religpimodel, the following important assumptions
and simplifications are used:
* The disk failure rates are same for the normaldegtaded states of the disk array.
» The time of replacement of the failed disk is cdased as negligible (several seconds in case
of using of the hot-spare disks) in comparison i data replication (dozens of hours).
e The probability of the read errors on the remaining 1 disks during the data replication on
the replaced disk and subsequent failure of the idalication process is ignored.

4. Advanced reliability model of RAID-5 disk arrays

Now let us overview the advanced reliability model the basis of the specialized Markov chain
offered by the authors for the RAID-5 disk arrayghwdata striping taking into consideration the
nonzero time of disks replacement and differerdufairate of disks in normal state and in degraded
and rebuild states. In the advanced reliability edaaf the RAID-5 disk array, the following set of
states and transitions between the states is used:

e State 0 — normal state: alldisks of the array are operable and data of ttey are available.
From this state, the disk array can pass to stati¢ghlrate ni, (failure of any disk).

« State 1 — degraded state: one of the disks in fitsgy dails and waits for replacement, the
remainingn — 1 disks of the array are operable, data of treeyaare available. From this state,
disk array can pass either to state F with (ate 1)), (failure of one of the operable disks), or
to state 2 with rat@, (replacement of the faulty disk).

« State 2 — rebuild state: the failed disk is repaaed the data replication process is started, the
remainingn — 1 disks of the array are operable, data of treeyaare available. From this state,
the array can pass either to state 0 with Batésuccessful completion of data replication on the
replaced disk), or to state 1 with ratg (failure of the replaced disk during the data icggion
process), or to state F either with rée-1)), (failure of one of the operable disks) or with rate
(n-1)¢, (read error on one of the operable disks duringltita replication process).

« State F — failed state: data of the disk arrayuaeevailable and irreparably lost.
Now let us present the following Markov chain calesing the set of states and transitions between
them discussed above (fig. 3):
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Figure 3. A state graph in the advanced reliability modethef RAID-5 disk arrays.

In the figure:

L, — failure rate of disks in the normal state of diisk array.

A, — failure rate of disks in case of unavailabilifiyone disk (extra load on operable disks due to
need of data calculation of the unavailable digkeases the failure rate of the operable disks).

Ar — failure rate of the replaced disk during theadegplication (high amount of recorded
operations on the replaced disk significantly iases the failure rate of the replaced disk).

up — rate of replacement of the faulty disk.

0,— rate of the data replication on the replaced ilislase of unavailability of one disk.

— rate of read errors on the operable disks duhaglata replication on the replaced disk.

Accordingly, the Kolmogorov-Chapman differential ue¢gjons system for the Markov chain
discussed above is as follows:

RO)=1 RO=R0)=FR0)=0;
RO +RO+RO)+R(0) =1
dRy(t)/dt = =Nk, Ry (t) + 0Py (t);
dR (1)/dt = MoRy(t) — (up + (N—D)A )R (L) + AgPy(1);
dP,(t)/dt = pupR (L) = (0, +Ag + (N—D(A, +&1)) R (1);
dR-(t)/dt = (n=DA,R (1) + (N=D(, +&) P 1)
Considering that in the advanced reliability modeily in states 0-2, the RAID-5 disk array is
operable and user data are available, one canedéré/formula for calculation of the mean time to

data loss of the RAID-5 array, considering it as tiiean time of staying of the disk array in st@t@s
and taking into account that the initial statehsf tlisk array is state O:

(4)

00

TasoL = [ (RO + RO + Py (0)ct. 5)
0
The authors solved the mathematical problem anaimdxd the advanced formula for calculation of
the mean time to data loss of the RAID-5 array gisie mathematical analysis:

Toeo, = (Lp + Mg +(N=DA,)(0, +(n=De,) +(Nk, +(N=DA ) (up +Ag +(N=DA,) .
m‘o((n _1)7‘1(61 + XR) + (HD + (n _1)>”1)(n _1)(7‘1 + 81))
Note 1 If the faulty disk replacement rate jg, — o (average replacement time for the faulty
disks tends to zero), then the calculation fornsisimplified to the following form:
_ 0+, +(n-D(A, +¢,)
LT (- +e)
Note 2 If the faulty disk replacement ratejis, =0 (no replacement of the faulty disks), then the

calculation formula is simplified to the followirfigrm:

1 1
T = + . 8
R5DL m, (-, (8)

(6)

(7)
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5. Estimation of the initial reliability parameters for the RAID-5 disk arrays

One can estimate the failure rate of disks in normal state of the disk array on the basisnein
time to disk failureT,. (Mean Time To Failure), either given by the disknuiacturer or retrieved
from the practical experience. The failure ratelisks A, in case of unavailability of any, disk data in
the RAID-5 array exceed failure ralg due to the additional load on operable disks bexafishe
extra read operations, required for calculatiodath of the unavailable disk. One can simply sugpos
that in the worst case, failure rakg is twice as high. As for failure rate; of the being replicated
disk because of the large amount of recorded dpagathe failure rate of disk is significantly ercis
failure ratel,. In the worst case, one can simply suppose tiatdaate A, is five times higher.

Finally, taking into account the aforesaid, forirastion of reliability parameterg,, A, and Ay,
one can use following simple formulas:

Ao =UToe; Ay =2/Toes Ag =5/Tge. 9)

The rate of replacement of the faulty disk variepehding on its method: whether replacement
occurs automatically due to using the extra speslesdin addition to the host drives in array) dod-
spare technology, or the faulty disk detection aeglacement are manually carried out by the
computer technician. In the first case, replacensérihe faulty disk can take several minutes, & th
second one, duration of this process can reachradwaurs. However, in the both cases one may say
that the replacement rate can be estimated onéasis bf the given (or retrieved from the practical
experience) mean time of waiting for spare diskleement of the faulty disk),:

Hp = Tys. (10)

The rate of data replicatiofl; in case of unavailability of one disk in the RAIDesks arrays
depends on the givevi capacity (bytes) of disks, average data recordeddp,; (byte/s) of disks
and average time of data recalculation spegd(byte/s) in case of unavailability of one disk €Tiate
of data replicatiorf); can be estimated using the following formula:
_ 3600V Vg

V(Ver + Vyr)
The rate of read errors on the operable disks during the data replicatioczase of unavailability

of one disk in the disk array can be estimatedhenbiasis of the probability of bit unrecoverabladre
error Pyre, provided by the disk manufacturer or retrieveahrfrthe practical experience, givéh

capacity (bytes) of disks and the calculated ratiata replicatior; (hour):
g, = 8VO, P re. (12)

(11)

1

6. Calculation examples of the mean time to datads for disk arrays RAID-5
A set ofn identical disks with capacity, =10" bytes is given. The mean time to failure of disk i

Toe =120000hours. The probability of bit unrecoverable reaweis P =10™. The average data

recorded speed of disks Vg, =50010° byte/s.

A disk controller supporting the RAID-5 disk arraigsalso given. The average data recalculation
speed in case of unavailability of one disk in RAIRIisk arrays isv., =15010° byte/s.

The mean time of waiting for spare disk (replacenaénhe faulty disk) isr,,s =8 hours.

At first, let us estimate initial reliability paraters necessary for calculation of the mean time to
data loss in the reliability model of the RAID-5%K$ arrays, using formulas (9-12):
The failure rate of disks in the normal state @f disk array isi, = 1/120000 hour™.

The failure rate of disks in case of unavailabitfyone disk is, = 2/120000hour™.
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The failure rate of the being replicated diskiig: = 5/120000hour™.

The rate of replacement of the faulty diskjig; = 1/8 hour®.

The rate of the data replication on the replaceH i the disk array i, = 1/24 hour™.

The rate of data read errors on the operable diskag the data replication is; = 1/300 hour™.

Now, using all initial reliability parameters andvanced formula (6) for the RAID-5 disk arrays,
let us calculate the mean time to data loss fordifferent number of diska = 3...10, and compare
the MTTDL of the RAID-5 arrays with the MTTF of @ngle disk, which is given and equal to 120000
hours. The calculation results are given in table 1

Table 1 Results of calculations of mean time to data tddbe RAID-5 array.

n Disk overhead, 1V (%) MTTDL,Tgsp. (hours) Trso ! Tor
3 33.33% 288484 2.404
4 25.00 % 154262 1.285
5 20.00 % 98570 0.821
6 16.67 % 69273 0.577
7 14.29 % 52666 0.439
8 12.50 % 41648 0.347
9 11.11 % 34064 0.284
10 10.00 % 28588 0.238

7. Conclusion
The results of calculations show that the increxsdisks quantity leads to a rapid decrease of mean
time to data loss of the RAID-5 disk arrays.
Moreover, beginning from a certain number of diskshe RAID-5 array (beginning from 5 disks
in the example overviewed above), the array hasvtitee value of the mean time to data loss than the
mean time to failure of a single disk. Thus, thelBA disk arrays with data striping represent an
acceptable compromise between fault-tolerance eshahdancy for the very small number of disks.
Finally, if one uses simplified formula (3) to calate for example the mean time to data loss of the
RAID-5 array for the number of disks = 4, disk failure rater, =1/120000 hour' and data

replication rate6, =1/24 hour, then one will obtain a significantly overestinthtealue for the

mean time to data 10s3xrsp. = 50070000 hours. Thus, the advanced formula E&ioed by the
authors for estimation of the mean time to dats losthe RAID-5 arrays provides more realistic
values.
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