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Abstract. This scientific paper is devoted to the analysighaf mean time to data loss of
redundant disk arrays RAID-6 with alternation otadaonsidering different failure rates of
disks both in normal state of the disk array andeégraded and rebuild states, and also nonzero
time of the disk replacement. The reliability modeleloped by the authors on the basis of the
Markov chain and obtained calculation formula fetimation of the mean time to data loss
(MTTDL) of the RAID-6 disk arrays are also presehtét last, the technique of estimation of
the initial reliability parameters and examplescafculation of the MTTDL of the RAID-6
disk arrays for the different numbers of disksas® given.

1. Introduction

These days the data storage systems [1, 2] ardywided as hardware platform for the information
systems, which provides the business processebeinmpdern enterprises. The stability of the
information systems directly depends on reliabitifithe data storage systems. Therefore, to inereas
the fault-tolerance of the data storage systemditiiearrays with data striping are often applied.

The key reliability index of the modern disk arragghe mean time to data loss, and, accordingly,
development of the reliability models for the daskays is an actual scientific problem.

Nowadays there is a number of academic books [B6jcated to the reliability theory, containing
the simplified reliability models of technical sgats, which do not consider specific features of the
modern disk arrays with data striping and providagegoverestimated values of the mean time to data
loss. Also there is a set of the specialized rdiigbmodels for the disk arrays [7-10], which dotn
take into account the time necessary for the faliligs replacement.

Accordingly, within the scope of this scientificgea, the authors offered a reliability model taking
into account the time of disks replacement forRiAdD-6 disk arrays with data striping.

2. Data redundancy in the RAID-6 disk arrays
The RAID-6 disk array consists of > 4 independent disks with equal capacity. It ensgafe
operation and data availability at failure of maximtwo disks (any of them). The effective capacity
of the disk array is equal ta ¢ 2) /n part of total capacity of all disks. The B part of disk space of
each disk is intended for storage of redundantt(obrdata, which is calculated on the basis ofruse
data stored on the other disks.

In case of failure of any one or two disks, it @spible to calculate missing information according
to user and control data stored on the remainisksdi
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In case of failure of three disks, as well as isecaf failure of any third disk before replacemaint
least of one of the faulty disks and completionhef data replication process on the replaced diks,
data of entire array become irreparably lost.

So, one may consider the RAID-6 array as a goodpcomise between the fault-tolerance and
redundancy. The following figure 1 gives the diafition scheme of user and redundant data blocks in
the RAID-6 array with five disks as an example.
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Figure 1. Distribution of the data blocks in the RAID-6 arnaith five disks.

The RAID-6 technology divides data into blocks gtatce them in “horizontal sections”, enclosing
one block of every oh disks. In each section, there are allocated2 information blocksD, ...D,

and two control blocksS, , and R,_,. Each block contains an array of bytes. The cotiytes are

allocated in the control blocks, and they are imaiglently calculated according to the corresponding
information bytes allocated in the information kec
Calculation of all the missing blocks in case ohwailability of any one or two disks is provided

due to the control bytes in tHfe,_, and R _, blocks.

3. Analysis of the mean time to data loss of diskrays RAID-6
At first, let us consider a reliability model, bdsen Markov chain, offered by the authors for the
RAID-6 disk arrays with data striping, taking irdocount the different rates of disks failure inmat
state, degraded and rebuild states, and nonzeso dfnthe faulty disk replacement. The reliability
model uses the following set of states of the RAIDisk arrays and transitions between them:
e State 0 — normal state: alldisks of array are operable and data of the any@ailable. The
array can pass from this state to state 1 with mage(failure of any operable disk).
e State 1 — degraded state 1: one disk is faultyveaits for replacement, the remaining- 1
disks of the array are operable, data of the arayavailable. The array can pass from this state
either to state 2 with rafe—1A, (failure of one of the remaining disks) or to et8twith rate

1y (replacement of the faulty disk).

e State 2 — degraded state 2: two disks are fauliyveait for replacement, the remaining- 2
disks of the array are operable, data of the arayavailable. The array can pass from this state
either to state F with rafe — 2)A, (failure of one of the remaining disks), or totsta with rate

2up (replacement of one of the faulty disks).

« State 3 — rebuild state 3: the faulty disk is repthand is involved in the data replication
process, the remaining— 1 disks of the array are operable, data of treeyare available. The
array can pass from this state either to statetld rate6, (completion of the data replication on

the replaced disk), or to state 1 with rgte (failure of the replaced disk during the data
replication), or to state 4 with rai@—-1DA, (failure of one of the operable disks), or to etat
with rate (n—2)e, (read error on one of the operable disks).
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« State 4 — rebuild state 4: one of the faulty digkgeplaced and is involved in the data
replication process, the other faulty disk waitsrigplacement, the remainimg- 2 disks of the
array are operable, data of the array are availdlble array can pass from this state either to
state 1 with raté), (completion of the data replication on the repthdesk), or to state 2 with
rate A, (failure of the replaced disk during the data icgtion), or to state 5 with ratg,
(replacement of the second faulty disk), or toestatwith rate(n—2)A, (failure of one of the
operable disks) or with ratth—2)e, (read error on one of the operable disks durirgdhta
replication).

» State 5 — rebuild state 5: the both faulty diskeehideen replaced and are involved in the data

replication process, the other— 2 disks of the array are operable, data of the aamy
available. The array can pass from this state eithestate O with rat®, (completion of the

data replication on the both replaced disks), ostate 4 with rate2i, (failure of one of the
replaced disks during the data replication), cstede F with rat€n—2), (failure of one of the
operable disks) or with ratth—2)c, (read error on one of the operable disks duringdtte
replication).

» State F — failed state: data of the disk arrayuaeevailable and irreparably lost.

Accordingly, the Markov chain, which represents digcussed above set of states and transitions
between the states, are shown below (figure 2):

@ Mo N DA N (020 ’@

A

M

>

2|JD

(n—2)(\2+€2)

Mp

& (n-2)(Az+€) )

5
Figure 2. The specialized Markov ch;{for the RAID-6 diskagss.

where, A, — failure rate of disks in normal state of thekdisray;

A, — failure rate of disks in case of unavailabitfyone disk (extra load on the operable disks due
to the data calculation of one unavailable diskseala higher failure rate of the operable disks);

A, — failure rate of disks in case of unavailabibfytwo disks (extra load on the operable disks due
to the data calculation of two unavailable disksses a higher failure rate of the operable disks);

Ar — failure rate of the replaced disk during theadegplication (high amount of recorded
operations on the replaced disk causes a signifjchigher failure rate of the replaced disk);

up — rate of replacement of the faulty disk;

0, — rate of the data replication on the replaced diskase of unavailability of one disk in the
array;

0,— rate of the data replication on replaced disksase of unavailability of two disks in the array;

g, — rate of read errors on the operable disks duheglata replication in case of unavailability of
one disk in the array;

e, — rate of read errors on the operable disks duhiaglata replication in case of unavailability of
two disks in the array.
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Accordingly, the Kolmogorov-Chapman differential ua¢gjons system for the Markov chain
discussed above is as follows:

RO)=1 P0)=PR,0)=P(0)=P,0)=F;0)=P-(0) =0
Fo(t) + PL(t) + Py (t) + Py (t) + P, (t) + By (t) + Pe(t) =1,
dR, (t)/dt = —nhoPy (t) +0,P5(t) + 0 ,P5 (1);
dP,(t)/dt =k oPy (1) = (ko + (N=DA)P(t) + A P3(t) +0,P,(t);
dP, (t)/dt = (n=DA,P,(t) = up +(N=2A,)P, (1) + Az P, (1);
dP;(t)/dt =ppP(t) = (0, +Ag +(N=D(A; +&,))P5(1);
dP, (t)/dt = 2up P, (t) + (N - DA, Ps(t) -
—(1p 0, +Ag +(N=2)(k, +£,))R (1) + 20z P5(1);
dRy(t)/dt = (n—1)g,Py(t) + upPy(t) = (0, + 24 + (N—2)(R, +2,))Rs(1);
dP:(t)/dt = (N = 2% ,P,(t) + (N = 2)(k, +£,)P, (1) + (N—2)(%, +&,)Ps (1)

(1)

Considering that the initial state of the RAID-&kliarray is state 0 and only in the states 0-5 the
disk array is operable and user data are availai@ecan derive the formula for calculation of the

mean time to data loss of the RAID-6 array congngeit as the mean time of staying of the diskyarra
in the states 0-5:

TreoL = T (Po (1) + Ru(t) + Py (1) + P3 (1) + Py (1) + Ry (1)) . (2)

On the basis of advanced mathematical analysisuutteors solved the mathematical problem and
obtained the formula for calculation of the meanetito data loss of the RAID-6 array:
T _ W+M;+M,+M;+M, + M4
TP (N =20,M, + (N=2)(h, +2,)(M, + Mg)

3
In this case:
W =pp (0, +(N=D(h; +£1))Ag (N=2R,(0, + 2hg +(N=2)(A, +£,)) + (2up +(N=2),) X
(0, +2hg +(N=2)(hy +&,))(N=2)(h; +&,) +up (0, +(N=2)(X, +£,)))) +
+up0, (2up +(N=2R,)((0, +(N=2)(h, +£,))(0, +(N—De,;) +2150,) +
+(N=DAy(0; +Ag +(N=D(A; +1))(1p Cup +(N=2,)O, +(N=2)(k, +&,)) +
+(0, + 20 +(N=2)(X, +£,))(O, +Ag)(N=2%, + (2up +(N=2R,)(N—2)(R, +¢5,))).
M, =nky(0; +Ag +(N=D)(Ay +&))((Pup +(N=2h,)(up +0, + 24z +(N=2)(X, +¢,)) X
X0, +(N=2)(A, +&,)) +Ag (N=2)R,(0, + 2k +(N=-2)(k, *+¢,))).
M, =M ((N=DA; (Mg (0, +2hg +(N=2)(R, +&,)) %
X(up +0; +Ag +(N=D(A; +£1)) + (0, + g +(N—D(A; +&,)) ¥
X(hp +0, + 2 +(N=2)(A, +£,))(0, +(N=2)(A, +£,))) + 2hZpp (N=Dey).
M3z =Mhohtp ((p +(N=2)1,)(1p +0, +2hg +(N=2)(R, +&,)) %
X0, +(N=2)(k, +&,)) +Ag (N=2)A,(0, +2hg +(N=2)(X, +&,))).
M, =moup ((N=DA,(0, +2hg +(N=2)(X, +&,))(2(0; +Ag +(N=D(A; +&)) +
+(2up +(N=2)1,)) + 2hg (N—De,; (2up +(N=2)1,)).
Mg =nMhopp (2up (N=DA(0; +Ag +(N=D)(A; +&1)) + (2up +(N—2)R,) %
X(up (=D +(N=De;(up +0, +(N=2)(X, +&,))) + Az (=D, (N=2)1,).
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Note 1 In case when the faulty disk replacement rate,is- « (average replacement time for the

faulty disks tends to zero), the mathematical aislgrovides the following simplified formula:
TeeoL = (0 + kg +(N=D(Ay +&,))(0, +(N=2)(A, +&,)) + Mo (N-D)(A; +5,) . (4)
Mo (N=1)(A, +£)(N=2)(X; +¢,)

Note 2 In case when the faulty disk replacement rat@js=0 (no replacement of the faulty

disks), the mathematical analysis provides the¥altg simplified formula:
. _ 1 N 1 N 1

ROy (n-Dr, (N-2n,

(5)

4. Estimation of the initial reliability parameters for the RAID-6 disk arrays
The failure rate of diskd., in operable state of the disk array can be estunatethe base of mean

time to failure of diskT,- (Mean Time to Failure), obtained from the pradteeperience or provided
by the disk manufacturer. The failure rate of digksand 2, in case of unavailability of one and two
disks in the RAID-6 disk arrays is higher than th&e of L, due to the fact that beside the primary

load, the operable disks bears extra reading dpesator calculation of data of the unavailablekdis
One may simply consider that failure reitg is twice as high and failure rate, is three times as
high. As for the failure rate of existing replicdtdisk A, it is significantly higher than the, rate
because of the large amount of the write operati@me may consider that, is five times as high.
Finally, taking into consideration the aforesaide @an estimate parametérs, A,, A, and A using
the following simple formulas:
Ao =UTpes M =2/Tpe; Ay =3/Tpe; g =5/Tpe. (6)

The rate of disk replacement varies depending enréplacement method: whether the disk is

replaced automatically using the additional spas&sdand the hot-spare technology, or detection and

disk replacement is manually carried out by teclingpecialists. However, in the both cases it is
possible to conclude that the replacement ratefimed by the given (or obtained from the practical

experience) mean time of waiting for spare (fadigk replacementy,,s:
Hp =1/ Ty (7

The rate of data replicatiody in case of unavailability of one disk depends ugiven capacity/
(byte) of disks, average recorded spegg, (byte/s) for disks and average data recalculatmeed
V¢, (byte/s) for the disk array in case of unavaii@pibf one disk. As for the case of two disks
unavailability, data recalculation speed, is obviously lower because the data recalculatakes
more time, and therefore the rate of data repboati, will be also lower. One can simply estimate
rates, and@, using the following formulas:
_ 3600vc Vg C o, = 3600V, Vi ' )

V(Ver +Vir) V(Vez + Vwr)

Estimation of the rate of data read erreyson operable disks during the data replicationaisecof

unavailability of one disk is based on the probgbdf bit unrecoverable read errét e, provided by

disks manufacturer or obtained from the practicglegience, given disk capacity (bytes) and
calculated rate of data replicatiéh (hour™). Similarly, one can estimate the rate of datal re@or

g, on the operable disks during the data replicationcgss with rated, (hour”) in case of
unavailability of two disks. One can estimate ratesand e, using the following formulas:
&, =80, Pyre; €, =8O, R e 9)

1
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5. Calculation examples of the mean time to datads for the RAID-6 disk arrays
A set ofn identical disks with capacity df, =10 bytes is given. The mean time to failure of disk is

Toe =120000hours. The probability of bit unrecoverable reaweis R, =10"*. The average data
recorded speed is,, =50010° byte/s.

A disk controller supporting the RAID-6 disk arraigsalso given. The average data recalculation
speed in case of unavailability of one disk in digk array isv., =15[10° byte/s. The average data

recalculation speed in case of unavailability o whsks in the disk array ig., = 6010° byte/s.
The mean time of waiting for spare disk (faultykdisplacement) ig,,s =8 hours.

At first, let us estimate the initial reliabilityapameters necessary for calculation of the meaa tim
to data loss in the reliability model of the RAIDd&k arrays, using formulas (6-9):

The failure rate of disks in normal state of distag is: 1, =1/120000hour™.

The failure rate of disks in case of unavailabitifyone disk is:A, = 2/120000hour™.

The failure rate of disks in case of unavailabitifjtwo disks is:A, = 3/120000hour™.

The failure rate of the being replicated disklig: = 5/120000hour".

The rate of faulty disks replacementjis; =1/8 hour”.

The rate of data replication in case of unavaitghilf one disk is:0, = 1/24 hour".

The rate of data replication in case of unavaitghilf two disks is:0, = 1/52 hour™.

The rate of data read error on operable disks dutie data replication process in case of
unavailability of one disk is¢, = 1/300 hour®,

The rate of data read error on operable disks dutire data replication process in case of
unavailability of two disks ist, = 1/650 hour™.

Now, let us calculate the mean time to data logh@fRAID-6 arrays for the different number of
disksn = 4...12, using all estimated initial reliability ©@aneters and the formula (3) discussed above
for the RAID-6 disk arrays, and compare the MTTDOlthee RAID-6 arrays with the MTTF of a single
disk, which is given and equal to 120000 hours. @dleulation results are shown in table 1.

Table 1 Results of calculation of mean time to data lifshe RAID-6 arrays.

n Disk overhead, (%) MTTDL, Tgep. (hours) TreoL ! Toe
4 50.00 % 1103005 9.192
5 40.00 % 502759 4.189
6 33.33% 284173 2.368
7 28.57 % 182275 1.519
8 25.00 % 127074 1.059
9 22.22 % 93964 0.783
10 20.00 % 72584 0.605
11 18.18 % 57985 0.483
12 16.67 % 47570 0.396

6. Conclusion
The results of calculations show that growth oksliguantity leads to the inevitable decrease of the
mean time to data loss of the RAID-6 disk arrayarédver, before reaching a certain quantity of
disks, the RAID-6 disk arrays have a better valuthe mean time to data loss than the mean time to
failure of a single disk, and for the larger numbédisks (in the example discussed above starting
from 9 disks), the MTTDL of the RAID-6 array is vee.

Thus, the RAID-6 disk arrays with data striping argood compromise between redundancy and
fault-tolerance for a relatively small number oflds.
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