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Abstract.  Use of the electron probe microanalyser (EPMA) for trace element analysis has 
increased over the last decade, mainly because of improved stability of spectrometers and the 
electron column when operated at high probe current; development of new large-area crystal 
monochromators and ultra-high count rate spectrometers; full integration of energy-dispersive / 
wavelength-dispersive X-ray spectrometry (EDS/WDS) signals; and the development of 
powerful software packages.  For phases that are stable under a dense electron beam, the 
detection limit and precision can be decreased to the ppm level by using high acceleration 
voltage and beam current combined with long counting time.  Data on 10 elements (Na, Al, P, 
Ca, Ti, Cr, Mn, Co, Ni, Zn) in olivine obtained on a JEOL JXA-8230 microprobe with tungsten 
filament show that the detection limit decreases proportionally to the square root of counting 
time and probe current.  For all elements equal or heavier than phosphorus (Z = 15), the 
detection limit decreases with increasing accelerating voltage.  The analytical precision for 
minor and trace elements analysed in olivine at 25 kV accelerating voltage and 900 nA beam 
current is 4 - 18 ppm (2 standard deviations of repeated measurements of the olivine reference 
sample) and is similar to the detection limit of corresponding elements.  To analyse trace 
elements accurately requires careful estimation of background, and consideration of sample 
damage under the beam and secondary fluorescence from phase boundaries.  The development 
and use of matrix reference samples with well-characterised trace elements of interest is 
important for monitoring and improving of the accuracy.  An evaluation of the accuracy of 
trace element analyses in olivine has been made by comparing EPMA data for new reference 
samples with data obtained by different in-situ and bulk analytical methods in six different 
laboratories worldwide.  For all elements, the measured concentrations in the olivine reference 
sample were found to be identical (within internal precision) to reference values, suggesting 
that achieved precision and accuracy are similar.  The spatial resolution of EPMA in a silicate 
matrix, even at very extreme conditions (accelerating voltage 25 kV), does not exceed 7 - 8 µm 
and thus is still better than laser ablation inductively coupled plasma mass spectrometry 
(LA-ICP-MS) or secondary ion mass spectrometry (SIMS) of similar precision.  These make 
the electron microprobe an indispensable method with applications in experimental petrology, 
geochemistry and cosmochemistry. 
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1.  Introduction 
There is no rigorous definition of a trace element, and typically accepted definitions depend on the 
field of science.  For example, in analytical chemistry, a trace element is one whose concentration is 
less than 100 parts per million (ppm) or less than 100 micrograms per gram; while in geochemistry, a 
trace element has a concentration less than 1000 ppm or 0.1 wt% of a rock's mass and substitutes for 
major elements in the rock-forming minerals.  Reed [1] defines a trace element in wavelength 
dispersive X-ray spectrometry (WDS) microprobe analysis as an element with a concentration similar 
to the detection limit.  However this definition is too complicated because the detection limit depends 
on analytical conditions, atomic number and measured X-ray line.  Here we propose to consider an 
element with concentration below 1,000 ppm as a trace element and an element with concentration 
between 1,000 ppm and 1 wt% as a minor element. 

Wavelength dispersive X-ray spectrometry electron probe microanalysis (EPMA) of minor and 
trace elements has several important advantages compared with other in-situ methods such as 
secondary ion mass spectrometry (SIMS), laser ablation inductively coupled plasma mass 
spectrometry (LA-ICP-MS) and micro particle-induced X-ray emission (µ-PIXE).  These advantages 
are: the highest spatial resolution (from 1 to several micrometres); non-destructive analysis; 
well-developed matrix correction procedures and relatively low cost.  A significant disadvantage is the 
sensitivity of EPMA, which is not enough to analyse elements with concentration below 10 ppm level 
with sufficient precision. 

Traditionally EPMA has been considered as an ideal method for in-situ quantitative analysis of 
major and minor elements.  Before the start the third millennium, only a few publications had 
considered the use of the microprobe for trace element analysis (e.g., [2-7]).  However, significant 
progress in instrumental development during the last decade has allowed the EPMA to be successfully 
used for trace-element analyses (down to 10 ppm).  These improvements include an improved stability 
of spectrometers and the electron column when operated at high probe current and the development of 
new crystal monochromators with larger areas, spectrometers with ultra-high count rates and powerful 
software packages.  Moreover, full integration of energy-dispersive X-ray spectrometry (EDS) / WDS 
signals allows quantitative data for major, minor and trace elements to be collected simultaneously in a 
single spot.  As a result EPMA is successfully used to measure trace elements in monazite (e.g., 
[8-10]), quartz [11-15], olivine [16-22], sulphides [23], basaltic glasses [17, 24, 25], garnet [7, 26, 27], 
gold [28], Fe- and Mn-oxides in soil [29], rutile [30], diamonds [31], etc.). 

Theoretical aspect of trace-element analysis by EPMA have been considered in comprehensive 
reviews by Reed [1] and Jercinovic et al. [10].  In this study we concentrate on practical aspects of 
trace element analysis in the geosciences.  All analyses presented here were produced on the JEOL 
JXA-8230 microprobe with tungsten filament, 5 WD and SDD ED spectrometers at ISTerre, 
University Grenoble Alpes, Grenoble, France. 

2.  Detection limit and counting statistics 
The current challenge for the trace-element measurements is to decrease the detection limit (minimum 
detectable concentration) and to improve analytical precision (reproducibility) and accuracy. 

Liebhafsky et al. [32] suggested that an element can be considered to be present if the value of 
peak intensity (NP) exceeds the intensity of the background (NB) by 3(NB)0.5.  The concentration at the 
limit of detection (CDL) is expressed by different equations, among which the most frequently used are 
equations of [33-37].  Analytical equations show that the detection limit (DL) varies in reverse 
proportion to the square root of the peak-to-background ratio (P/B), the net counting rate on the peak 
position (P/t), and the counting time (t).  Increasing of any of these parameters by a factor of 4 will 
decrease DL by a factor of 2.  The most easily controlled parameter is counting time.  Other 
well-known approaches to increase the characteristic X-ray signals (P/B and P/t) are to increase the 
beam current and the accelerating voltage (e.g., [1, 8-10, 13, 38]).  Figure 1 shows the detection limit 
for Zn in the San Carlos olivine reference sample as function of beam current and peak counting time  
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at a beam acceleration voltage of 25 kV.  The detection limit was determined with JEOL software 
using background statistics and the 3-sigma criterion [35-36]: 
 

CDL = 3 x [(2Nb/TbAsamp)0.5/((Nstd/Cstd) x (isamp/istd))] x 10,000   (1) 
 
where Nb is average intensity of background (cps/µA) measured on the sample, Tb is total counting 
time of background (s) for the sample, Asamp is the number of accumulation on the sample, Nstd is net 
intensity on the standard (cps/µA), Cstd is concentration in the standard (wt%), isamp and istd are the 
probe currents measured on the standard and sample (µA).  We use the JEOL equation defining the 
detection limit, because it is determined for each analytical point by JEOL software.  Obtained values 
are similar to those given by all equations, which use 3-sigma criterion and do not use matrix 
correction [32, 34-37].  To compare with detection limit equations that take into account the matrix 
correction [e.g., 33], one has to multiply the detection limit values obtained by eq. (1) by matrix 
correction coefficients.  For most elements in olivine, such corrections do not exceed 10 % relative 
and are thus well within statistical error of the background intensity.  The two exceptions are Al and P, 
which have ZAF correction coefficients of 1.9 and 1.6 respectively.  Therefore, the detection limits for 
these elements are about twice and 1.5 times larger, respectively, than those obtained using the eq. (1).  
All relations between detection limits and beam current, counting time and accelerating voltage that 
are considering here are equal for all models. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  Detection limit for 
Zn in San Carlos olivine 
reference sample 
(USNM111312-44) as a 
function of peak counting 
time and beam current. 
 
 

The detection limit of Zn in olivine (figure 1) behaves in accordance with counting-statistics 
theory: it decreases as the square root of counting time and beam current.  The accepted concentration 
of Zn in the sample is 56 ppm (green line on figure 1, [19, 39]).  Precise analysis at such low 
concentrations requires the combination of high probe current with long counting time (180 s and 
higher).  Some authors have recommended to divide the long time into relatively short peak and  
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background measurements to minimise the effect of instrumental drift or phase instability (e.g., [1, 20, 
24, 40]).  The maximum precision in the determination of the background-corrected peak intensity is 
obtained with equal counting times for peak and background [1]. 

For heavy elements with atomic number (Z) > 10, the peak intensity and P/B ratio increase with 
increasing accelerating voltage, which therefore decreases the detection limit (e.g., [1, 10].  However, 
in cases of high absorption, the peak intensity passes through a maximum and then decreases.  The 
experimental study of 10 elements (Na, Al, P, Ca, Ti, Cr, Mn, Co, Ni, Zn) in olivine shows that, for all 
elements starting from phosphorus (Z = 15), the detection limit decreases with increasing accelerating 
voltage.  The behaviour of these elements is in accordance with counting statistics: DL decreases 
proportionally to the parameters (counting time, probe current and accelerating voltage), which leads 
to an increase in the peak intensity and P/B ratio (figures 2a and 2c). 
 

 
 

Figure 2 a-d.  Detection limits for Al and P in olivine (Fe,Mg)2SiO4 matrix as a function of 
accelerating voltage , beam current and counting time (after [19]). 
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The relationship between accelerating voltage, beam current and detection limit is more complex 
for elements with low atomic number and, therefore, low excitation energy and high absorption 
coefficients (Na, Al).  The detection limit at beam current up to 300 nA and long counting time (180 s 
on peak) decreases as accelerating voltage changes from 15 to 20 kV but then drastically increases at 
25 kV (figure 2b).  However, when a beam current higher than 600 nA is combined with a long 
counting time, the detection limit remains constant as the accelerating voltage is increased from 15 to 
25 kV.  This effect is not observed for short (60 s) counting times: under these conditions the detection 
limit increases from 20 kV to 25 kV for all probe currents (figure 2d). 

Detection limits approaching the 1 ppm level can theoretically be obtained using extreme 
conditions (high accelerating voltage and beam current, and long counting time) [1].  Experimentally 
this was shown for S in steel with accelerating voltage = 20 kV and probe current = 2 µA [41]. 

3.  Spatial resolution 
It is well known that the spatial resolution decreases as accelerating voltage increases (e.g., [1, 10]).  
Figure 3 shows an electron flight Monte Carlo simulation of the electron interaction and X-ray 
generation as well as emission volumes for Al-Kα and Ni-Kα in (Fe,Mg)2SiO4 at 15, 20 and 25 kV 
[19].  For Ni-Kα, the X-ray generation and emission volumes have roughly equal diameters ≈ 2 µm, 
4 µm and 6 µm at 15 kV, 20 kV and 25 kV, respectively.  For Al-Kα, the X-ray emitted area is 
restricted to a depth of 2 µm for 15 kV, 20 kV, and 25 kV because of high absorption.  According to 
Jercinovic et al [10] the spatial resolution of analysis (analytical resolution, AR) can be expressed as: 
 

DAR= (D2
beam + D2

emission)0.5      (2) 
 
where Dbeam is the beam diameter and Demission is the emission volume. 
 

 
Figure 3.  Monte Carlo simulation of the interaction and emission volumes of 
X-rays in San Carlos olivine reference sample (USNM111312-44) at 15 kV, 
20 kV and 25 kV for Al-Kα and Ni-Kα.  The simulation was performed using 
electron flight simulator (Small World, Inc.) and consists of 32,000 trials (after 
[19]).  Printed with the permission of Chemical Geology.  
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Using this equation, the emission volumes listed above, and a beam diameter of 2 µm [19], we 
obtained a maximum diameter of the analysed area (DAR) of 7.3 µm of Al-Kα for an accelerating 
voltage of 25 kV and a beam current of 900 nA.  For accelerating voltages of 15 kV and 20 kV and a 
beam current of 900 nA, the diameter of the analysed area is correspondingly smaller, at 3.2 and 
5.1 µm (beam diameter 1 µm [19]). 

Nonetheless, the spatial resolution of EPMA of silicate minerals, even at a high accelerating 
voltage 25 kV, remains significantly better than with the LA-ICP-MS or SIMS.  However, in the case 
of analysis of very small phases, the analyst has to keep accelerating voltage as low as possible 
(usually around 2 times of excitation energy of analysing line) and has to choose appropriate analysis 
times and probe currents in order to attain the required detection limit. 

4.  Stability, coating and optimal conditions for measurements 
As discussed above, the WDS-EPMA technique requires measuring trace elements with high probe 
currents (hundreds of nA) and high accelerating voltages coupled with long counting times (more than 
few minutes) (e.g., [1, 8-10]).  Thus instrumental and sample stability during long acquisition is 
obligatory for accurate trace element analysis.  The new generation of EPMA machines provides a 
stable beam at high probe current for long periods.  However high current beam produces significant 
heating of the sample surface, especially if the beam is focussed.  This may damage the sample.  
Conductive (for both electrons and heat) materials (metals, alloys, etc.) are stable under beams with 
high current densities.  However, the mineral phases we study in geosciences are insulators and 
require a conductive coating.  Although various different metals (Au, Al, Ag, Cu, Be, etc.) can be used 
in special cases (e.g., [10] and references therein), carbon is still the most appropriate coating for 
EPMA.  When covered with a carbon coating with thickness of about 20 - 25 nm, minerals such as 
olivine, orthopyroxene, some garnets, zircon, Fe and Fe-Ni sulphides remain stable under high beam 
currents (900 nA) during long counting time (figure 4). 
 

 
 
 
 
 

Figure 4.  Absorbed current in 
San Carlos olivine reference 
sample (USNM111312-44).  
Beam diameter 2 µm, 
accelerating voltage 25 kV, 
beam current 900 nA, total time 
of beam exposure 12 min 
Different colour lines (1, 2) 
correspond to repeated 
measurements in different stage 
position within the same olivine 
fragment. 
 

 
Figures 4 and 5 show absorbed current and signals of the trace elements during 12-minute analyses 

of olivine at 25 kV and 900 nA and a beam diameter of 2 µm.  After 12 min of beam exposure, minor 
degradation of the carbon coat and slight surface damage was noted [19].  However, these effects do 
not have any serious impact on the stability of the absorbed current and the signal of the analysed  
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elements.  The measured absorbed current remains constant (better than 0.05 % relative) with a 
900 nA beam on olivine for an exposure time of over 720 s, the duration of a single analysis 
(figure 5a).  The X-ray count rates of all measured trace elements show no systematic variation for 
exposure times exceeding 720 s (figures 5a and 5b) – 2 standard relative errors of averages are 
0.1 - 0.2 % for Ni, Ti, Ca, Zn, Al, Mn, 0.3 % for Co, 0.4 % for Na and 0.7 % for P. No significant 
changes in X-ray counting rates occur during the first minute of analysis, even for Na (figure 5b).  In 
addition, to estimate a possible variation and dispersion with reference to the value of the peak 
intensity, we normalised all intensities registered after 20 second to the mean intensity during first 
20 seconds.  The averages and standard deviations of these values for 700 seconds of acquisition are: 
Al 1.012 ± 0.031; Zn 1.001 ± 0.033; Ca 1.006 ± 0.015; Ti 1.000 ± 0.016; Ni 1.001 ± 0.014; 
Na 0.981 ± 0.061; Co 1.003 ± 0.042; P 0.989 ± 0.100; Mn 1.007 ± 0.024.  These data indicate that 
deviations of normalised averages from unity are much less than their standard deviations for all 
measured trace elements.  Also, the largest deviations from unity found for Na (2 % relative) and for 
Al and P (1 % relative) are equal to concentrations of 1 ppm, 2 ppm and 0.2 ppm correspondingly.  
We thus conclude that there are no statistically significant changes in trace element concentrations 
during 720 s acquisition on magnesian olivine at 900 nA beam current, 25 kV acceleration voltage and 
beam size of 2 µm. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.  a) Na-Kα, P-Kα, Al-Kα, 
Co-Kα, Zn-Kα, Ca-Kα, Ti-Kα, 
Ni-Kα, and Mn-Kα line intensities as 
a function of time.  Beam diameter 
2 µm, accelerating voltage 25 kV, 
beam current 900 nA, total time of 
beam exposure 12 min (modified 
after [19]), and b) first 100 s of (a); 
lines correspond to moving 3-point 
averages.  
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Figure 6.  Absorbed current in 
Madagascar monazite with C-coat 
60 nm as a function of time.  Beam 
diameter 1 µm, accelerating voltage 
15 kV, beam current 200 nA, total 
time of beam exposure 8 min.  The 
different colour lines (1 - 3) 
correspond to repeated 
measurements in different stage 
position within the same monazite 
fragment. 
 

 
We also checked the stability of major elements (measured by EDS) during typical 12-minute 

analyses through a series of four 3-minute analyses on the same point on San Carlos olivine.  The data 
show no statistical differences in the measured concentrations [19] indicating that there are no 
significant time-dependent effects during the course of an analysis.  In addition, increasing the beam 
diameter decreases the current density and thus improves phase stability. 

Jercinovic et al. [8-10] considered in detail the stability of monazite with different types of coating.  
For the analysis of small (5 - 10 µm) monazite grains, for which the beam diameter should not exceed 
1 µm, a moderate accelerating voltage (15 kV) and thick carbon coating was recommended [42].  Our 
experiments with the Madagascar Manangoutry monazite reference sample [43, 44] showed that the 
stability of this monazite improves with a carbon coating of 60 nm (figure 6).  The average of 
normalised peak intensities (figure 7, I/Imean20, see explanation above): Dy-L 1.010 ± 0.061; 
U-M 1.006 ± 0.056, Pb-M 1.009 ± 0.067 and Y-L 1.042 ± 0.144. 
 

 
 

Figure 7.  Normalised intensities of Dy-L, U-M, and Pb-M, Y-L lines in Madagascar 
monazite with C-coat 60 nm as a function of time. 
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One should keep in mind that the standards have to be coated in the same way as samples and have 
a similar thickness of coating material. 

Briefly, the optimal conditions for trace element analysis (accelerating voltage, beam current, 
counting time) should be selected taking into account: 1) the size, composition and stability of the 
analysing phase under the electron beam; 2) the number of trace and minor elements to be analysed 
and the required detection limits and precision; 3) the opportunity to use EDS for simultaneous 
measurement of major elements on the same point. 

For phases that are unstable during long exposure under high beam current, the following measures 
are used in many laboratories: 1) integration (combination) of intensities using multiple spectrometers; 
2) increasing the beam diameter; 3) fractional counting times at several sample positions; 4) use of a 
thick carbon coating or thin Au coating (e.g., [1, 8-10, 13, 42, 45]); 5) use of an iterative scheme of 
sample exposure in which the electron beam is cut for 10 seconds after each 10 second counting 
interval, allowing the sample to cool [24]. 

5.  Accuracy and precision of trace element analysis 
Given that the analytical precision in EPMA is a function of X-ray counting statistics for both peak 
and background, all factors that were considered above (Section 2) for the improving detection limit 
during trace element analysis are applicable to the precision.  Mechanical reproducibility of the 
spectrometers is usually considered to be the limiting factor in precise measurements.  Repeated 
measurements of trace and minor elements in olivine reference samples show that the detection limit 
of an element is equal to the analytical precision, calculated as 2.65 ± 0.03 standard deviations 
(figure 8). 
 
 

 
 
 

Figure 8.  Relationship 
between detection limit (in 
oxides of Al, Ti, Ca, P, Na, Cr, 
Ni, Mn, Zn, Co) calculated by 
equation (1) of JEOL property 
software for 3 standard errors 
and multiplied by the ZAF 
correction coefficients, and 
reproducibility (precision) 
calculated as the standard 
deviation of 44 analyses of San 
Carlos olivine and 24 analyses 
of MongOl sh11-2 olivine 
reference samples measured as 
unknowns after each 30 - 40 
analyses over a period of 
several days. 

 
 

The accuracy of measurement by WDS for trace as well as for major elements depends on many 
factors including sample preparation, the type and thickness of the coating, stability under the electron 
beam, accurate knowledge of the composition of the primary standards, and the quality of algorithms 
used for matrix (i.e., the ZAF, φ(ρz)) and interference corrections (e.g., [1, 10, 45-47]). 
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Jercinovic et al. [10] showed that the accuracy of EPMA decreases at low concentrations because 
most random and systematic errors encountered during major element analysis are magnified at trace 
level and specific errors appear.  Among the special sources of errors during trace element analysis, 
the most important are spectral background subtraction, secondary fluorescence from phase 
boundaries (e.g., [48-50]), surface contamination from coating or sample preparation (e.g., [19]) and 
beam damage caused by high beam current and long counting times [1, 10]. 

5.1.  Accuracy: background estimation and blank correction 
One important source of systematic error during trace element analysis is poor estimation of 
backgrounds, because for trace elements, the peak-to-background ratio is significantly lower than for 
major elements [1, 10, 13, 45].  The general recommendation for accurate background estimation is a 
detailed WD intensity scan on the both sides of the peak of interest for the analysed sample as well as 
for a blank sample [1, 10, 13, 45].  The detailed WD intensity scan allows the analyst to select 
positions for background measurement and the appropriate method of background interpolation 
(classic linear, exponential or multipoint [13].  It also allows the analyst to avoid interferences on 
background, background discontinuities and other background artefacts such as “negative peaks” or 
"holes" described, for example, for LIF crystal (e.g., [1, 10, 12, 13].  Incorrect evaluation of the 
curvature of the continuum or different sorts of discontinuities of the continuum in the region close to 
the peak can bias apparent peak intensities by tens of ppm. 

Figures 9 and 10 show WD intensity scans on both sides of Al-Kα on TAPJ four crystal 
spectrometer (Rowland circle 140 mm, P10 gas flow counter), and Ti-Kα for H-type (Rowland circle 
100 mm) and L-type (Rowland circle 140 mm) WDS within olivine. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9.  WD intensity scan on both sides of the Al-Kα line (TAP, P10 gas flow) 
in MongOl sh11-2 olivine and “blank” (Al-free) olivines with different fosterite 
(Fo) contents.  In addition to the conditions shown on figure, counter differential 
mode was used (base level 0.7 V, window 9.3 V).  The dashed straight line 
highlights the curvature of the continuum and the possibility of overestimating 
background intensities and underestimating Al-Kα peak intensities.  The dotted line 
shows polynomial interpolation (e.g., [13]).  BH and BL indicate the possible 
positions of background measurements for two points of linear interpolation model. 
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Figure 10.  WD intensity scan on both sides of the Ti-Kα line for: a) H-type 
and b) for L-type WDS for MongOl sh11-2 olivine and “blank” olivines.  In 
addition to the conditions shown on figures 10a and 10b, counter differential 
mode was used (base level 2 V, window 8 V).  The dashed straight line 
illustrates the curvature of the continuum and the possibility of 
overestimating background intensities and underestimating Ti-Kα peak 
intensities.  BH and BL indicate possible positions of background 
measurements for two points of linear interpolation. 
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The scans for Al-Kα in olivine do not reveal crystal diffraction artefacts but show the significant 
concave curvature of the X-ray continuum (figure 9).  To avoid the negative net counts at the Al-Kα 
peak position, which can arise when using the classic linear background model, one should choose 
background positions close to the peak (BL, BH on figure 9) or select a polynomial model for 
background interpolation (e.g., [13]). 

The position Ti-Kα is close to the spectrometer drive limit on H-type WDS.  This probably results 
in nonlinearity of the continuum in the peak region, which is more visible on the scan of “blank” 
olivine (figure 10a).  Use of the blank sample is important to quantify this effect (e.g., [1]).  
Quantitative analysis of blank olivine should produce a zero concentration when background positions 
are properly selected (BL, BH figure 10b).  The negative concentration values obtained on the blank 
sample indicate problems that must be resolved before proceeding to unknowns.  Minor inaccuracies 
from unknown sources can be corrected using a blank correction scheme.  Another important task that 
the detailed WDS intensity scans helps to resolve is the choice of crystal.  For analysis of trace 
concentrations of Ti (figures 10a and 10b), the L-type spectrometer is preferable because it avoids 
problems with linearity of continuum in the Ti-Kα region. 

Classical linear interpolation of the background may be a cause of errors for complex systems such 
as the measurement of Pb-Mα in monazite (e.g., [1, 8-9, 13].  Possible approaches in such situations 
are the use of exponential or multi-point background fits, as have been developed and incorporated in 
Probe Software [51], as well as the use of the mean atomic number (MAN) background correction 
procedure based on the modelling of the continuum using Kramer’s equation (e.g., [52-54]). 

When the presence of a neighbouring peak rules out background measurement on one side, and 
only the background on the other side can be used for correction, special correction procedures are 
required (e.g., [1]).  Sometimes an empirical solution provides very good results, as in the case of 
fluorine (F) analysis in Fe-bearing minerals and glasses, where the peak of F-Kα position on the 
sensitive LDE1 (JEOL) PC1 (CAMECA) crystals is on the “shoulder” of the Fe-Lα1 line [24, 25]. 

5.2.  Accuracy: analysis of reference sample 
Conventional methods for trace element analysis of geological samples include running reference 
samples and blank samples as unknowns together with analysed samples.  This allows the operator to 
monitor short-term systematic errors and correct for instrumental drift during long analytical sessions. 

Our routine EPMA procedure includes evaluation of accuracy and precision and the monitoring of 
instrumental drift (e.g., [17, 19]).  When analysing olivine using the Trace protocol, we usually run the 
olivine reference sample (San Carlos olivine USNM111312-44 [19, 39, 55]) as an unknown, three 
times for every 30 - 40 measurement points.  We only run a blank sample as an unknown three times 
at the beginning and at the end of each session.  All measurements of major and trace elements are 
corrected for deviation from San Carlos olivine reference values if the deviation is higher than 2 sigma 
errors.  The analytical precision (reproducibility) of olivine analyses, established by repeated 
measurement of olivine standards, is 200 - 300 ppm (2 standard deviations) for the major element 
equivalent of Fo and around 4 to 18 ppm for trace elements [19].  These values are proportional to the 
detection limits (figure 8).  We note that all three fragments of San Carlos olivine USNM111312-44 
reference sample available in our laboratory are similar in composition within the errors reported 
above, which justifies their use as precision monitors during our Trace protocol.  For concentrations of 
Si, Fe and Mg in the San Carlos olivine USNM111312-44 reference sample, we use data of 
Jarosewich et al. [55], while for trace and minor elements we use values from Batanova et al. [19].  
The reliability of these values is proven by the good agreement between our data on the composition 
of olivine reference sample MongOl sh11-2 with data obtained by other in-situ and bulk chemical 
methods (see below). 

More than 240 fragments of natural olivine sample (MongOl sh11-2) have been analysed using our 
EPMA-Trace method [19], and 120 of them were also analysed by LA-ICP-MS, SIMS and EPMA in 
six different laboratories world-wide [56].  The homogeneity of this olivine reference sample, within  
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quoted standard errors (except for Al and P), is established by EPMA and LA-ICP MS data of 
individual fragments.  In addition, this olivine has been analysed with bulk analytical techniques 
(solution ICP-MS, isotope dilution and XRF).  As a result of this work, preliminary reference values 
for major and trace elements have been estimated.  Figure 11 shows comparison of data for Al and Ti 
obtained by our EPMA-Trace method with data obtained by other in-situ and bulk chemical methods. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11.  Trace 
element (Al and Ti) 
abundances of the new 
olivine reference 
sample MongOl sh11-2 
obtained by different 
laboratories and 
analytical techniques 
(in-situ and bulk) [56].  
Each value represent 
the mean of 120 
analysis for EPMA, 
LA-ICP-MS and SIMS, 
and 1 - 3 multiply 
analysed aliquots for 
XRF, and ICP-MS.  
Error bars represent 
reported 2 standard 
deviations of mean. 
 
 
 

The reference values were determined as an average of accepted values.  We excluded from the 
averages values with 2 standard deviations outside ± 2 standard errors interval of whole population.  In 
addition, we excluded bulk analyses for Al (figure 11) due to presence of micro inclusions of Al-rich 
spinel.  
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There is a good agreement between EPMA and other in-situ and bulk methods for 10 trace and 
minor elements (Na, Al, P, Ca, Ti, Cr, Mn, Co, Zn and Ni).  For each element, the measured 
concentrations plot on the one-to-one line within the 2 standard deviations internal precision for 
EPMA and reference values, as shown by the error bars (figure 12).  This suggests that our 
EPMA-Trace method for olivine is free of systematic errors and that its precision and accuracy are 
similar. 
 

 
Figure 12.  Comparison of trace element analyses of the new reference olivine sample 
MongOl sh11-2 obtained by EPMA-Trace and reference values estimated on the basis of inter 
laboratory in-situ and bulk analytical techniques [56].  Error bars for each element indicate 
2 standard deviations. 

 

6.  Concluding remarks 
In this study we concentrate on practical aspects of trace (below 1,000 ppm) and minor (between 
1,000 ppm and 1 wt%) element analysis of geological samples.  All our data and experiments were 
produced on the JEOL JXA-8230 microprobe with a tungsten filament, 5 WDS and SDD EDS 
spectrometers at ISTerre, University Grenoble Alpes, Grenoble, France.  We found that: 
1. The analysis of 10 elements (Na, Al, P, Ca, Ti, Cr, Mn, Co, Ni, Zn) in olivine shows that detection 

limits decrease proportionally to the square root of counting time and probe current.  For all 
elements with atomic mass similar or greater than phosphorus (Z = 15), the detection limits 
decrease with increasing accelerating voltage.  The lowest detection limit achieved in this work is 
4 ppm for Ti in olivine at 25 kV acceleration voltage, 900 nA probe current and 180 s counting 
time for both peak and background.  Repeated measurements of trace and minor elements in olivine 
reference samples show that the detection limit of element is equal to the analytical precision 
calculated as 2.65 ± 0.03 standard deviations. 

2. The spatial resolution of high-precision quantitative electron microprobe analysis of silicate 
minerals, even at very extreme conditions (accelerating voltage = 25 kV), does not exceed 7 - 8 µm 
and thus is significantly better than LA-ICP-MS or SIMS of similar precision. 

3. Some mineral samples with carbon-coated surfaces (thickness about 20 - 25 nm) remain stable 
under high beam currents (900 nA) during long counting times.  Among these minerals are olivine, 
orthopyroxene, Fe and Fe-Ni sulphides, some garnets and zircon. 
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4. The accuracy of measurement by WDS for trace, minor and major elements can be evaluated by 
measuring reference samples with well-defined compositions similar to those of the samples.  An 
important source of systematic error for trace elements is poorly estimated backgrounds.  To obtain 
accurate background estimations requires a detailed WD intensity scan on the both sides of the 
peak of interest for both the analysed sample and a blank sample. 

5. Our preferred method for trace element analysis of geological materials includes running reference 
samples and blank samples as unknowns together with analysed samples.  This allows us to 
monitor short terms systematic errors and to correct for instrumental drift during long analytical 
sessions.  Full integration of EDS/WDS signals allows us to obtain quantitative data for major, 
minor and trace elements simultaneously in a single spot. 

6. Our routine EPMA protocol for olivine includes evaluation of accuracy and precision as well as 
monitoring of instrumental drift by running one or more olivine reference samples as unknowns.  
The analytical precision (reproducibility) of olivine analyses is 200 - 300 ppm (2 standard 
deviations) for the major element equivalent of Fo and between 6 and 20 ppm for trace elements.  
The precision is equal to the detection limits of corresponding elements.  For each of 10 trace and 
minor elements (Na, Al, P, Ca, Ti, Cr, Mn, Co, Zn and Ni), the measured concentrations in the 
olivine reference was found to be same, within the 2 standard deviation internal precision, to 
concentrations in reference values, suggesting that our method for olivine is free of systematic 
errors and that accuracy is similar to precision. 

7. The advantages of EPMA microanalysis of minor and trace elements over other in-situ methods 
such as SIMS, LA-ICP-MS and µ-PIXE are: 1) a high spatial resolution (1 - 10 µm); 
2) non-destructive analysis; 3) a well-developed matrix correction procedure, and 4) relatively low 
cost.  This makes EPMA an indispensable method with many applications in experimental 
petrology, geochemistry and cosmochemistry. 

8. The major disadvantage of EPMA is current sensitivity, which is not sufficient to analyse elements 
below 10 ppm concentration levels with sufficient precision.  Further advance of the EPMA 
technique for trace-element analysis requires the development of new ultra-high sensitive 
spectrometers and detectors, new background acquisition software, and development of reference 
materials with matrix compositions similar to analysed samples and with well-characterised trace 
element compositions. 
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