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Abstract. In semantic, logical language can be interpreted in various forms, but the certainty
of meaning is included in the uncertainty, which directly always influences the role of technology.
One results of this uncertainty applies to search engines as user interfaces with information
spaces such as the Web. Therefore, the behaviour of search engine results should be interpreted
with certainty through semantic formulation as interpretation. Behaviour formulation shows
there are various interpretations that can be done semantically either temporary, inclusion, or
repeat.

1. Introduction
In the logic of language there are issues that present the motivation for fomulating the
phenomena of relationships between entities [1, 2]. The phenomena of this relationship is re-
cognized as semantics such as meronymy [3], holonomy [8], hyponymy [5], synonymy [6], and
polysemy [7]. Although the characteristics of this different relationships initially relate only
to natural language, but because the language logically runs the technology, the consequences
of any technology are directly influenced by language behavior [8, 9, 10]. For example, the
disambiguation of entity name not only becomes the social nature of the language [11], but also
the special nature of search engine for the social media, like in Web [12].

In general, researchers involve the natural language processing (NLP) and the search engine
(SE) to reveal the semantic behavior of language logic [13]. This is done by affirming language
needs such as keywords, alias search, grammar, and data structure [14]. But not a lot of efforts
to explore the potential of semantic formulation based on the results were returned by a search
engine, the resultant. Each search engine gives characteristics to the information it produces [15].
Therefore, search engine resultants become important to interpret through implementation of
set theory of the words. This paper will describe some semantic behavior formulations generated
by search engines from the information space it accesses.

2. Related Works and Motivation
Search engine resultant is the result of return of each search engine based on query content
[16, 17]. Query content is a search term, and the concept of return results is generally based
on the similarity between search terms and the content of the information space with which
the search engine becomes its interface [18]. If t = (w1, w2, . . . , wn) is a search term with wi,
i− 1, . . . , I are the words. Suppose Ω is information space with members are in {ω1, ω2, . . . , ωJ}
with which every ωj consists of the words wi, k = 1, . . . , I , and size of t are smaller or equal to
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Table 1. Similarity of query and contents of pages in information space
ti |t| |ω| kecocokan dengan ω |t ∈ ω| sim
t1 5 5 5 same words 5 1.00
t2 5 5 4 same words 4 0.64
t3 5 5 3 same words 3 0.36
t4 5 5 2 same words 2 0.16
t5 5 5 1 same words 1 0.04
t6 5 5 0 same words 0 0.00

the size of ω or |t| ≤ |ω| [19, 20]. Suppose that the search term size n with the member of ω
gives the largest pseudo size is n, thus based on the measurement of similarity [21]

sim =
2|xy|

|x|2 + |y|2 (1)

we get Table 1 for |t| = 5.
Suppose to apply the similarity, the search engine is modeled as follows [22, 23, 24].

Definition 1. Let Ω contains the ordered pair of the terms ti and the pages ωj , or (ti, ωj),
i = 1, . . . , I , j = 1, . . . , J . (ti, ωj) as a relation table of ti and ωj such that Ω = {(t, ω)ij} as
presentation of search engine, and |Ω| is a cardinality of Ω.

Definition 2. Let tx is a search term and tx ∈ S is a set of singleton search term of search
engine. A vector space Ωx ⊆ Ω is a singleton search engine event (or singleton space of event) of
pages that contain an occurrence of tx ∈ ωx. The cardinality of Ωx is denoted by |Ωx|, |Ωx| ≤ |Ω|.

In occurrence, the semantic interpretation of Table 1 describes that for a query q = tx, the
search engine returns results sequentially based on the correspondence between tx and contents
of information space. In other words, first the page in information space is relevant to a query
in logical implication if it implies the query or if ω ⇒ q is true: ω ⇒ t is true for all ω ∈ Ω,
simply ω ⇒ t = 1 [25]. In other hand, for |tx| = k vocabularies we have 2k − 2 anothers of
{{t2k−2

k } ⊂ {w1, w2, . . . , wk} = tk}. Thus, ω ⇒ q is true based on Eq. (1) or simply

ω
sim=⇒ q = ω

sim=⇒ tk (2)

whereby if each the matched content of pages we denoted as search terms also: tx, ty , . . . , tz then
tz ⊂ . . . ⊂ ty ⊂ tx. Therefore, each search engine has a meaning semantics as follows [22].

Theorem 1. Let tx, ty ∈ S are two different search terms. If Ωx and Ωy are the singleton search
engine events of tx and ty , respectively, then

|Ωx| = |Ωx|+ |Ωy| (3)

Definition 3. Let tx, ty ∈ S, tx �= ty . A doubleton search term is D = {{tx, ty} : tx, ty ∈ S}
and its vector space denoted by Ωx ∩ Ωy is a double search engine event (or doubleton space of
eent) of pages that contain a co-occurrence of tx and ty such that tx, ty ∈ ωx and tx, ty ∈ ωy

where Ωx,Ωy,Ωx ∩ Ωy ⊆ Ω.
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Similar to occurrence, in co-occurrence each search engine based on doubleton has a meaning
semantics as follows [23].

Theorem 2. Let tx, ty ∈ S, tx �= ty . If tx, ty ∈ Ωx ∩ Ωy , then

|Ωx ∩ Ωy | = |Ωx ∩ Ωy|+ |Ωx ∩ Ωx|+ |Ωy ∩ Ωy | (4)

3. An Approach
As adaptive approach we propose some scenarios to phenomena of implementation about set of
words. Based on assumption that tx, ty ∈ S we get three concepts [22]

(i) tx �= ty and q1 = tx and q2 = ty , or two search terms in different queries.
(ii) tx �= ty , tx ∩ ty = ∅, and ωx ∩ ωy �= ∅.
(iii) tx �= ty , tx ∩ ty �= ∅ and |ty | < |tx|.

Lemma 1. If qx = tx and qy = ty , then

|Ωx ∩ Ωy | = 0 (5)

Proof. For queries qx and qy we have Ωx = {(tx, ωx)ij} and Ωy = {(ty, ωy)ij}, respectively.
However, Ωx ∩ Ωy = {(tx, ωx)ij} ∩ {(ty , ωy)ij} = {(tx ∩ ty , ωx ∩ ωy)} or based on Eq. (2)
Ωx ∩ Ωy = {(qx ∩ qy , ωx ∩ ωy)} = {ωx ∩ ωy ⇒ qx ∩ qy)} = {(ωx ⇒ qx)∧ ωy ⇒ qy)} = ∅. In other
words, although possible that tx ∩ ty �= ∅ and then not Ωx ∩Ωy �= ∅ because resultants of queries
q1 and q2 are different, clearly that |Ωx ∩ Ωy| = 0.

Lemma 2. Let tx, ty ∈ S are two terms. If tx �= ty , tx ∩ ty = ∅, and ωx ∩ωy �= ∅, then Ωx = Ωy,
Ωx,Ωy ⊆ Ω.
Proof. Based on assumption, by Definition 1 and Definition 2 we have ∀wx ∈ tx, wx �∈ ty ,
and ∀wy ∈ ty , wy �∈ tx, then tx ∩ ty = ∅ or tx ∪ ty = ty ∪ tx, but ∀wx ∈ ωx, wx ∈ ωy

and ∀wy ∈ ωy , wy ∈ ωx, then ωx ∩ ωy = ωx = ωy , ωx ∪ ωz = ωz ∪ ωx = ωx = ωz . For
Ωx = {(tx, ωx)} = {(tx, ωx ∩ ωy)} = {(tx, ωx)} ∩ {(tx, ωy)} = {(tx, ωx)} ∩ {(ty , ωy)} = Ωx ∩ Ωy

we get Ωx = Ωx ∩ Ωy. Similarly, we get Ωy = Ωy ∩ Ωx. Thus, Ωx = Ωy is proved.

Proposition 1. Let tx, ty ∈ S are two terms. If tx �= ty and tx ∩ ty �= ∅, then |Ωx ∪ Ωy | =
|Ωx|+ |Ωy|.
Proof. Based on assumption, by Definition 1 and Definition 2 we have ∀wx ∈ tx, ∃wx ∈ ty
and ∀wy ∈ ty , ∃wy ∈ tx, then ∀wx ∈ ωx, ∃wx ∈ ωy and ∀wy ∈ ωy , ∃wy ∈ ωx such that
{(tx, ωx)}∩{(ty, ωy)} = Ωx∩Ωy ⊂ Ωx = {(tx, ωx)} or Ωx∩Ωy ⊂ Ωy and {(tx, ωx)}∪{(ty, ωy)} =
Ωx ∪Ωy ⊃ Ωx or Ωx ∪Ωy ⊃ Ωy. Thus, |Ωx ∪Ωy | = |Ωx|+ |Ωy |− |Ωx ∩Ωy |, and based on Lemma
1 and Lemma 2, we have |Ωx ∪ Ωy| = |Ωx|+ |Ωy|.

Lemma 3. Let tx, ty ∈ S are terms. If tx �= ty , tx ∩ ty �= ∅ and |ty| < |tx|, then

Ωx = Ωx ∪ Ωy (6)

Proof. Based on assumption, by Definition 1 and Definition 2, we have ∀wy ∈ ty , wy ∈ tx,
∃wx ∈ tx, wx �∈ ty and then ∀wy ∈ ωy , wy ∈ ωx, ∃wx ∈ ωx, wx �∈ ωy such that tx ∩ ty = ty
and tx ∪ tx = tx or ωx ∩ ωy = ωy and ωx ∪ ωy = ωx. Let Ωx = {(tx, ωx)}, we have
Ωx = {(tx, ωx)} = {(tx ∪ ty , ωx ∪ ωy)} = {(tx, ωx)∪ (ty, ωy)} = {(tx, ωx)} ∪ {(ty, ωy)} = Ωx ∪Ωy.
It is proved.
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The next step we use the concept of doubleton [23] as follows.

Proposition 2. Let tx, ty ∈ S are search terms. If tx �= ty , but {(tx, ωx)} ∩ {(ty , ωy)} �= ∅, then
for a doubleton search engine event of tx and ty is the Ωx ∩ Ωy , and Ωx,Ωy ⊆ Ω,

|Ωx ∩ Ωy | ≤ |Ωx| ≤ |Ω| (7)

and
|Ωx ∩ Ωy| ≤ |Ωy | ≤ |Ω|. (8)

Proof. By using assumption of Lemma 3, Ωx∩Ωy = {(tx, ωx)}∩{(ty, ωy)} = {(tx∩ty , ωx∩ωy)} =
{(ty , ωy)} = Ωy , or simply

Ωx ∩ Ωy = Ωy, (9)

or for Ωy ⊂ Ωx, we obtain Ωx ∩ Ωy ⊂ Ωx. While based on assumption of Proposition 1,
Ωx ∩ Ωy = {(tx, ωx)} ∩ {(ty, ωy)} = {(tx ∩ ty , ωx ∩ ωy)} = {(∅, ∅)}= ∅. It means that

Ωx ∩ Ωy ⊂ Ωx (10)

and
Ωx ∩ Ωy ⊂ Ωy (11)

By using assumption of Lemma 2, Ωx ∩ Ωy = {(tx, ωx)} ∩ {(ty , ωy)} = {(tx ∩ ty , ωx ∩ ωy)} =
{(tx, ωx)} = Ωx, or simply

Ωx ∩ Ωy = Ωx (12)

Thus, Eqs. (9), (10), (11), and (12) give |Ωx ∩ Ωy | ≤ |Ωx| ≤ |Ω| or |Ωx ∩ Ωy| ≤ |Ωy | ≤ |Ω|.

4. Proof of Theorem
Let Ωx and Ωy are two singletons, by using Eq. (5) in Lemma 1 [22], Eq. (6) of Lemma 3 be

|Ωx| = |Ωx ∪ Ωy |
= |Ωx|+ |Ωy| − |Ωx ∩ Ωy |
= |Ωx|+ |Ωy|

(13)

and Theorem 1 is proved.

From Eq. (12) [23] we get

|Ωx ∩ Ωy| = |Ωx|
= |Ωx|+ |Ωy Lemma 1
= |Ωx|+ |Ωx ∩ Ωy| Eq. (9)
= |Ωx|+ |Ωy|+ |Ωx ∩ Ωy | Lemma 1
= |Ωx ∩ Ωy |+ |Ωx ∩ Ωx|+ |Ωy ∩ Ωy|

(14)

and Theorem 2 is proved.

Proposition 3. Let tz , . . . , ty, tx ∈ S are terms where tz �= . . . �= ty �= tx and |tz | < . . . |ty | < |tx|,
then Ωx = Ωx ∪ Ωy holds recursively.
Proof. By the Lemma 3 and an assumption that |tx| < . . . |ty| < |tx|, then for |tz | < |tz1 | we have
Ωz1 = Ωz1 ∪Ωz , for |ty | < |tx| we have Ωx = Ωx ∪Ωy . Thus, we obtain Ωx = Ωx ∪Ωy ∪ . . .∪Ωz,
or Ωx = Ωx ∪ Ωy be recursive where Ωy ∪ . . .∪ Ωz is a part of Ωx.
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Corollary 1. Let tz , . . . , ty , tx ∈ S. If tz �= . . . �= ty �= tx and |tz | < . . . < |ty | < |tx|, then

|Ωx| = |Ωx|+ |Ωy|+ . . .+ |Ωz| (15)

Proof. Based on Theorem 1 and Proposition 2. we have |Ωx| = |Ωx|+ |Ωy| = |Ωx|+ |Ωy ∪ . . . | =
|Ωx|+ |Ωy|+ . . . = |Ωx|+ |Ωy |+ | . . .∪ Ωz | = |Ωx|+ |Ωy|+ . . .+ |Ωz|.

Corollary 2. Let tx, ty , ta, tb ∈ S, tx ∩ ty = ∅ and ta ∩ tb �= ∅. If |Ωx| = |Ωx| + |Ωa| and
|Ωy| = |Ωy|+ |Ωb|, then |Ωx ∩ Ωy | ≥ 0.
Proof. This is a direct consequence of Proposition 3 and Lemma 3.

Corollary 3. Let tz , . . . , ty, tx ∈ S. If tz �= . . . �= ty �= tx and |tz| < . . . < |ty| < |tx|, then Eq.
(14) holds recursively.
Proof. This is a direct consequence of Corollary 1, i.e

|Ωx ∩ Ωy| = |Ωx ∩ Ωy|+ |Ωx ∩ Ωx|+ |Ωy ∩ Ωy|+ |Ωy ∩ . . . |+ . . .+ | . . .∩ Ωz |+ |Ωz ∩ Ωz | (16)

5. Conclusion
Interpreting the resultant of search engines is semantically into some formulations is to provide
certainty of the relationship between several entities, and it produces a temporary behavior
of certainty for the events with changes of information dynamically, the inclusion of other
information within an available information, and the repeat information recursively as much
as iterations possible. By doing so, it is systematically possible to screen uncertain traits for
trusty information relate on other and future works.
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