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Abstract. In this paper we study the recurrent neural network for solving linear programming 

problems. To achieve optimality in accuracy and also in computational effort, an algorithm is 

presented. We investigate the sensitivity analysis of linear programming problem through the 

neural network. A detailed example is also presented to demonstrate the performance of the 

recurrent neural network. 

 

1.  Introduction 

In the last 50 years, researchers have proposed various dynamic solvers for solving linear 

programming problems. The dynamical systems approach to solving constrained optimization 

problems was first proposed by Pyne[1]. Recently, due to renewed interest in neural networks, several 

neural network based dynamic solvers have been proposed-see e.g., [2,3,4].  Recently, various 

researches have been advanced for the application of the technology related to knowledge engineering 

such as ANN to the engineering field. Mathematical optimization problems have been widely applied 

in practically all knowledge areas. Constrained linear optimization plays a fundamental role in many 

problems involving with the areas of science and engineering, where a set of design parameters is 

optimized subject to inequality and / or equality constrained. We are interested in linear programming 

problems since they are one of the most frequently used constrained optimization problems. Linear 

programming has been widely applied in practically every area of production, economic, social and 

government planning. 

In this paper, we study the design of the recurrent neural network and the sensitivity analysis of 

linear programming problem through it. In 1947 Dantzig[5] developed a method for solving linear 

programming problems which is known today as the Simplex method. Brown and Koopmans [6] 

described the first of a series of interior point methods for solving linear programs. Recently, 

Karmarkar[7]  developed an algorithm which appears to be more efficient than the Simplex Method on 

some complicated real-world problems of scheduling, routing and planning. Conn. developed 

alternative methods for solving linear programs using unconstrained optimization combined with 

penalty function methods.  

In the neural networks literature, there are several approaches to the solution of linear optimization 

problems. The first neural approach applied to optimization problems was proposed by Tank and 

Hopfield [2] where the network used for solving linear programming problems. 
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The Primary objective of this paper is to present the alternative technique for finding the range of 

the coefficients of the objective function and the range of the change in the right hand side constant of 

the linear programming problem. We review the terms related to the neural network for solving linear 

programming problem. 

2.  Problem statement 

Consider a standard form of linear Programming Problems described as 

Minimize XCZ T         (1) 

subject to BAX          (2) 

and 0X          (3) 

where
nRX     is a column vector of decision variables.  

nRC and  
mRB  are column vectors of 

cost coefficient and right hand side parameters, respectively,  
nmRA   is a constraint coefficient 

matrix, and the subscript T denotes the transpose operator. 

3.  Solution to the LP problem 

In general, the LP problem can have four possible solution type: 

1. Unique Solution. There is only one solution that satisfies all constraints, and the objective 

function reaches a minimum within the feasible region. 

2. Nonunique Solution. There are several feasible solutions where the objective function reaches a 

minimum. 

3. An unbounded solution. The objective function is not bounded in the feasible region and it 

approaches  . 

4. No feasible solution. Constraint provided in (2) and (3) are too restrictive, and the set of feasible 

solution is empty. 

Although theoretically valid, cases 3 and 4 appear rarely in engineering and scientific applications. 

Furthermore, they can be easily detected, and in further consideration of the LP problem we will 

assume that it is formulated in such a way that there exists at least one feasible solution. 

4.  The neural network 

An artificial neural network (ANN) is a dynamic system, consisting of highly interconnected and 

parallel non-linear processing elements, that is highly efficient in computation. In this paper, a 

recurrent network[7] with equilibrium points representing a solution of the constrained optimization 

problem has been developed. As introduced in Hopfield [2] these network are composed with 

feedback connection between nodes. In the standard case, the nodes are fully connected i,e. every node 

is connected to all other nodes, including itself. The node equation for the continuous-time network 

with n- neurons is given by 
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where 

  BAXkrj   

The first step in a neural network implementation for solving the LP problem is to define an energy 

function that can be optimized in an unconstrained fashion. To accomplish this, the linear constraints   

BAX  and non-negativity constraints 0X   are appended to the objective function in some 

convenient way. 
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Commonly the constraints are incorporated as penalty terms that, whenever violated, increase the 

value of the energy function. Two energy function that can be derived using the Lagrange multiplier 

method are defined as 

       BAXBAX
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with K   and  0 , 
1mR , and 0X . 

Appling the method steepest descent in discrete time, we compute the gradient of the energy 

function in (4) with respect to X and obtain 
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Where 
1 mRr  is defined as  

    BkAXkrr   

In a similar manner we have 
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5.  Sensitivity analysis 

The optimal solution of the linear programming problem (1), (2) & (3) depends upon the parameters (

jc , ija and ib ) of the problem. If the optimal value of the objective function is relative sensitive to 

changes in certain parameters, special care should be taken in estimating these parameters and in 

selecting a solution which does well for most of their likely values. Then, it is quite important to know 

the range of the cost for which the solution remains optimal.  

The investigation that deals with changes in the optimal solution due to changes in the parameters ( jc , 

ija and ib ) is called sensitivity analysis. 

The changes in the linear programming problem which are usually studied by sensitivity analysis 

include: 

1. Coefficients  
jc   of the objective function. 

2. Change in the right hand side  
jb constants. 
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The range of cost for which the solution remains optimal can be determined using the above lemma. 

But the developed recurrent neural network may not give the range of the coefficient    
jc of the 

objective function. In this case, the primal form of the linear programming has to be written in the dual 

form. We can determine the range of the change in the right hand side constant   
jb  through the 
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proposed recurrent neural network. The range of the right hand side constant   
jb   of dual problem is 

same as the range of coefficient  jc  of the objective function of the primal problem. 

6.  Numerical Examples 

First, we give one numerical example to demonstrate the sensitivity analysis of linear programming 

problem through the proposed Hopfield neural network.  

 

Example 1: Consider the linear programming problem 
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From the problem statement it can be seen that the linear programming problem is not in the 

standard form. By adding surplus variables  3x  and 4x , the linear programming problem can be 

transferred in the standard form as follows: 

0,,,

4501510

400205

toSubject

008045Max

4321

421

321

4321









xxxx

xxx

xxx

xxxxZ

      (B) 

 

To solve this linear programming problem, the neural network in Figure 1 is simulated. The 

parameters of the network were chosen as 01.0,01.0   . Zero initial conditions were assumed 

both for x and λ . The network converges in approximately 4,000 iterations. The solution to the linear 

programming problem is given as  T14,24.24,34.23x
*~

 , which is within the learning rate 

parameter accuracy from the exact solution  T14,23x
~

  

 

 

Table 1.Comparison of the simulation result with the exact solution of the example. 

Variables Neural Network 

Result 

Exact Solution 

1x
 

23.34 24 

2x
 

14.24 14 

 

The results are also given in Table 1 and they are very close to the exact solution. The trajectories 

of the neural network variables are plotted in Figure 2. 

This proposed recurrent neural network could not give the range of the coefficient of the objective 

function of linear programming problem (A). But this network determined the range of the right hand 

side constants through this developed network. The range is given in the Table 2. 
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Table 2. Comparison of the simulation result with the exact range of  jb  

jb  Neural Network Actual  

1b  2.6025.221 1  b  600225 1  b  

 
Figure 1. ( Recurrent Neural Network Primal Problem) 

 
Figure 2 ( Trajectories of the independent variable LPP) 
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2b  8137.298 2  b  800300 2  b  

 

7.  Conclusion 

We investigated in this paper the MATLAB Simulink modeling and simulative confirmation of such a 

recurrent neural network. It converges to the actual solutions of the Linear Programming Problem. We 

have concluded that the recurrent neural network can be used for determining the range of the 

coefficient of the objective function and the right hand side of the problem by using the concept of 

duality in linear programming problem. 
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