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Abstract. This paper investigates a mathematical model inspired by nature, and presents a 

Meta-Heuristic that is efficient in improving the performance of an informed search, when 

using strategy A * using a General Search Tree as data structure. The work hypothesis suggests 

that the investigated meta-heuristic is optimal in nature and may be promising in minimizing 

the computational resources required by an objective-based agent in solving high 

computational complexity problems (n-part puzzle) as well as In the optimization of objective 

functions for local search agents. The objective of this work is to describe qualitatively the 

characteristics and properties of the mathematical model investigated, correlating the main 

concepts of the A * function with the significant variables of the metaheuristic used. The 

article shows that the amount of memory required to perform this search when using the 

metaheuristic is less than using the A * function to evaluate the nodes of a general search tree 

for the eight-piece puzzle. It is concluded that the meta-heuristic must be parameterized 

according to the chosen heuristic and the level of the tree that contains the possible solutions to 

the chosen problem. 

1. Introduction 

Works that uses the 8-Piece Puzzle Problem to introduce artificial intelligence are quite common. 

[1][2][3][4][5]. Mainly, the ones with focus in optimizing the amount of memory spend and the 

processing timing required by the computer to solving Stochastic problems, The search strategy A* is 

a model well discussed in the literature. The different properties and qualities resulting from the 

chosen heuristic show us that, if it is permissible and consistent, the search is optimal [6]. However, 

depending on the problem, memory usage and runtime may be equivalent to NP-Complete problems 

[7].  

Some papers concentrate their efforts on the search for extensions of the two classic heuristics: h1 

(quantity of pieces out of place) and h2 (distance of Manhattan). Be investigating the search strategies 

A * and AIA * (which is the iterative version of A *) and presenting a third heuristic with small 

modifications in the distance of Manhattan. Or, showing significant improvements in memory required 

[1] [8]. 

Proper heuristics offer optimum results for these problems, especially in the areas of Artificial 

Intelligence (IA) and Optimization of Algorithms [9]. Computational Intelligence (CI) has some 

interesting approaches to develop computational models, such as Neural Networks, Fuzzy Logic and 

Genetic Algorithms. Indeed, IC has been widely used in computer simulations and has shown to be 

successful in many models of real problems [10]. 

An important improvement in this context was the integration of CI with Bio-Inspired Computing. 

In Swarm Intelligence (SI), the main objective is to understand how the interactions between agents 

occur, and how these agents behave in the face of changes in their environment [11] [12]. The central 
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hypothesis is that there is intelligence in the overall behaviour of a group of agents, although each 

member of this group follows natural rules without knowing who controls or guides the group [13] 

[14]. 

Ant colony models [15] and school of fish [16] has obtained important solutions to problems that 

require high computational power. Mathematical models are powerful tools for understanding and 

describing the actual physical phenomena. In order to validate mathematical models, computational 

models are widely used to simulate these phenomena. A robust computational model usually deals 

with a nonlinear problem with solutions that do not have trivial analytical results. 

The Problem of the n-Piece Puzzle is an excellent example to investigate the performance of search 

algorithms, since it presents an exponential complexity in relation to the quantity of pieces of the 

puzzle. Different search strategies have been applied in solving this problem, where the amount of 

computational memory and processing time required to it are the main variables to be investigated. 

The general objective of this article is to present new properties of a mathematical model [8], being 

described qualitatively these new characteristics and correlating with the concepts of the search 

strategy A *. 

Also, it is intended to solve the problem of the Eight-Piece Puzzle using the mathematical model 

presented and comparing the results obtained with the search strategy A *. The amount of memory 

used will be the parameter of comparison between the models investigated. 

2. The meta-heuristic 

The search strategy A * [6] presents the function 𝑓(𝑛) = 𝑔(𝑛) + ℎ(𝑛), where the cumulative cost of 

the search is provided by 𝑔(𝑛), and ℎ(𝑛) is the heuristic that When the search is close to the solution. 

When a search tree is used as the data structure, the number of expanded nodes and number of 

nodes stored in the border variable are the computational variables related to the complexity of the 

problem. The literature shows that the strategy A * is adequate for solving the problem of Puzzle n 

parts when chosen a good heuristic[17]. There are two permissible and consistent heuristics widely 

used in the investigation of this problem, with ℎ1 and ℎ2. 

According to Russell [10], the simplest way to reduce memory requirements is to use AIA *. 

However the same problems (such as  generation of repeated nodes) from iterative deepening are 

encountered. The mathematical model presented here was built upon the investigation of the behaviour 

of bird migration [18] 

 

                                           𝐿(𝛼, 𝑉𝑎) =
𝑚∗𝑉𝑎

2

2
−𝑚 ∗ 𝑉𝑎 ∗ 𝑉𝑤 ∗ 𝑐𝑜𝑠(𝛼) +

𝑘∗𝑉𝑎
2

2
                                       (1) 

 

The migration of birds has some interesting peculiarities, such as the "same destination" in 

numerous migratory journeys made by new-born birds, endowed with a very efficient orientation and 

until today not very understood. Attempts to explain phenomena of this nature are generally grounded 

in energy optimization theories, which induce (in certain configurations) that birds tend to minimize 

their energy expenditure.  

From this model, a meta-heuristic was generated based on the Newton-Raphson method [10], and 

we used the operator 𝜕 𝐿 𝜕⁄ 𝑉𝑎 𝜕⁄ ² 𝐿 𝜕⁄ 𝑉𝑎
2 of the Hessian matrix to find the points of (1) and then an 

adjustment was made to the value f obtained by the strategy A *, resulting in equation 2. 

 

                                                   𝑓(𝑛) = 𝑓(𝑛) − 𝜕 𝐿 𝜕⁄ 𝑉𝑎 𝜕⁄ ² 𝐿 𝜕⁄ 𝑉𝑎
2                                                (2) 

 

This paper intends to investigate the performance of the metaheuristic (equation 2) in relation to the 

search strategy A * when the 8-Piece Puzzle is solved. Note that the basis for solving the problem is 

the Tree General Search Algorithm and what differs is the evaluation of tree nodes by metaheuristic or 

A * strategy. 
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3. Experiment 

The experiment consists in solving the problem of the 8-piece puzzle by taking 1000 samples of initial 

states, which were obtained after 20 random movements from the problem solution (objective state) 

[19]. Thus, the existence of solutions among the 20 First Levels of the Search Tree is guaranteed.  

From the meta-heuristic, two mathematical functions were generated to be applied in the 

experiment: L1, which is equation 2 with h1 inserted in the domain and L2, which is equation 2 with 

h2 inserted in the domain.  

In the meta-heuristic, the domain of the generalized coordinates 𝛼 and 𝑉𝑎  will be parameterized 

according to the limits of the heuristic used, and the values of referring to variable 𝑔 corresponding to 

the model A *, then the limits will be adjusted within the appropriate limit for the Problem 

investigated. In this way ℎ1 can range from 0 to 8, and ℎ2 can range from 0 to 26. The domain of the 

generalized coordinate 𝛼 limited from 0 to 180 o will be divided by 8 linearly spaced points when 

used ℎ1 and divided by 26 linearly spaced points when it traverses to ℎ2. The generalized coordinate 

domain 𝑉𝑎 of 0 to 40 m / s will be divided between 8 linearly spaced points when used ℎ1 and divided 

by 26 linearly spaced points when ℎ2 is used.  

Samples were provided as input to the Tree General Search Algorithm using ℎ1 and ℎ2 (using the 

A * search strategy), and 𝐿1 e 𝐿2 (using metaheuristics). The tree is generated from the initial node, 

entered as input into the algorithm, and consists of the nodes results of the expansion and are stored on 

the edge, which is a sub tree with all possible states for the problem at that time. 

As a result, we evaluated the evaluation of each node expanded and stored on the edge [10], then 

the average of the total amount of expanded nodes is calculated to solve the problem for each example. 

In the evaluation of the obtained results, a table was constructed to present the average of the 

generated nodes when using each heuristic and distinct heuristic goal, and a figure to show the 

evaluation of the state spaces to each expanded node in the course of a search. 

4. Results 

Figure 1 shows the behaviour of the evaluation functions 𝑓(𝑛) (figure to the left) and 𝐿 figure to the 

right) used in this article. The image of the evaluation function 𝑓(𝑛) is contained in a discrete and 

limited universe between 0 and 60. The image of the evaluation function 𝐿  is contained in a 

continuous universe with the image limited between -10 and 40. 

 

Figure 1. Figure 1 (a) shows the value of the function f (n) and Figure 1 (b) shows the value of the 

function L. 

It is also observed that the voids contained in Figure 1 (a) are contemplated by Figure 1 (b) 

generating some zones of local maxima and minima, but without damaging the global growth 

presented by the function 𝑓(𝑛). It can also be observed that the evaluation of 𝐿 does not have linear 

growth as the function 𝑓(𝑛).  The grid on the evaluation surface of figure 1 (b) corresponds to the 
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values obtained in equation 2 when the values of 𝑔(𝑛) and ℎ(𝑛) are inserted. The values assigned in 𝐿 

to the constants 𝑚 and 𝑘, and in how many parts and divided the domain of 𝛼 and 𝑉𝑎 are determinant 

to move this grid by the evaluation surface. 

Figure 2 shows the evolution of the search space to each loop of the algorithm, showing the 

evaluation of each node that is inserted in the edge. The blue dots represent the upward growth of 

𝑓(𝑛)  and the green dots, referring to 𝐿, show some zones of minimum and maximum locations. 

 

Figure 2. Figures 2 (a) and 2 (b) show the nodes contained in the space by the strategy A * and the 

nodes contained in the space with the Meta-Heuristic L, respectively. 

The article focused on empirically investigating which better division of the domain of equation 2. 

Initially, the domain 𝑉𝑎 was divided into 29 parts and the domain 𝛼 into 26 parts and it was verified 

that the domain obtained good results when the value of the domain of 𝑉𝑎 was decreased. Since ℎ can 

not be greater than 26 and the sample used does not contain problems in depth greater than 20, there is 

a small probability of ℎ(𝑛) being greater than 20. Following this hypothesis, the space of 𝑉𝑎  was 

divided into smaller parts, and the results presented in table 1 (division into 18 parts) were verified. 

It can be observed in figure 2 that the algorithm searches for the minimum of the function always 

choosing the node with the lowest evaluation of 𝑓 or 𝐿. Since 𝑓(𝑛) > 0 for all 𝑔(𝑛) and ℎ(𝑛) the 

curve is ascending for 𝑓(𝑛) and descending to 𝐿  since its nodes have negative evaluation in this 

domain. Figure 2 (a) shows 134 executions of 𝑓(𝑛) and 42 of 𝐿. Figure 2 (b) shows 24 executions of 

𝑓(𝑛) and 41 of 𝐿 Note that some nodes are overlapped by having same evaluation. The evaluation of 

the nodes by the function 𝐿 is able to differentiate the nodes that had the same evaluation by the 

function 𝑓(𝑛). This can be observed in figure 2 (b) (second iteration). Note that the execution of the 

function  𝑓(𝑛)  evaluates two nodes with the same value and the execution of the function 𝐿 

differentiates these same nodes with 3 different values. 

Table 1 shows that the meta-heuristics 𝐿1 and 𝐿2 improve the performance of the heuristics ℎ1 and 

ℎ2 reducing the amount of expanded nodes. Note that 𝐿1 finds fewer solutions than ℎ1 for solutions in 

levels 7 and 8. In contrast, 𝐿2  finds more solutions than ℎ2 for that same level. It can be observed that 

both 𝐿1 and 𝐿2 find solutions at deeper levels than the heuristics ℎ1 and ℎ2. It can be said that the 

amount of memory required is smaller when recoding the evaluation function 𝐿  to solve a set of 

random examples. 
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Table 1. Average amount of expanded nodes with quantity of solutions at different levels of the Tree. 

Columns 1 and 2 correspond to the results obtained when the A * strategy is applied using the 

heuristic h1 and the heuristic L1, respectively. Columns 3 and 4 correspond to the results obtained 

when using the strategy A * using the heuristic h2 and the heuristic L2, respectively 

The metaheuristic shows promise to complement or replace the heuristic h without impairing its 

properties of admissibility, as well as the generalized coordinate 𝛼 (Angle of the direction of the wind 

with the bird) is the main cost that the bird has in its migratory journey, And has an implicit analogy 

with the variable g presented by the search strategy A*. 
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