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Abstract. In this research modeled a search process of the Knuth-Morris-Pratt 
algorithm in the form of easy-to-understand visualization, Knuth-Morris-Pratt 
algorithm selection because this algorithm is easy to learn and easy to 
implement into many programming languages. 

1. Introduction 
Searching is a work that is often performed in everyday life. There are times when we look 
for something with the purpose of just knowing whether the data is in a set of data or not, 
while at other times we may want the position of the data sought [1]. 

A significant difference exists in the string matching algorithm, if in the search process it is 
not necessary to apply a string matching algorithm to test the data accordingly or not enough 
using IF logic[1], whereas in the string matching algorithm by default use the search concept 
to make the process better in terms of string matching[2]. 

The Knuth-Morris-Pratt (KMP) algorithm is one of the string matching algorithms 
(pattern) with the examination process from left to right[2][3][4][5], in this research the 
Knuth-Morris-Pratt algorithm is described in the form of visualization to facilitate the string 
matching process, Visualization of the Knuth-Morris-Pratt process in this study makes it easy 
for other researchers to find out how the string matching and searching process works. It is 
expected that the Knuth-Morris-Pratt algorithm works to facilitate its application to various 
search processes such as search engines, plagiarism detection and so on. 

2. Theory 
The Knuth-Morris-Pratt algorithm was developed by D. E. Knuth, along with J. H. Morris and 
V. R. Pratt[1][3][6]. The Knuth-Morris-Pratt algorithm is the development of the previous 
string search algorithm, the Brute Force algorithm. Brute-Force algorithm is the simplest 
basic algorithm in solving string matching problem that examines every position in the text 
between 0 and n-m, where n is the length of text/number of filenames stored on the computer 
and m is the character length of a pattern (the word to search)[7]. 

KMP algorithm (Knuth Morris Pratt) is an algorithm used to perform string matching 
process. This algorithm is a type of Exact String Matching Algorithm which is a precise string 
matching with the arrangement of characters in a matched string having the number and 
sequence of characters in the same string. Example: the algorithmic word will show a 
matching only with the algorithmic word [2][3]. 
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In the KMP algorithm, the information used to do a further shift, not just one character like 
the Brute Force algorithm. This algorithm performs matching from left to right[5]. 

3. Result and Discussion 
Here is the process of applying the Knuth Morris Pratt algorithm to search for a word in a 
sentence sequence, as for the process as follows: 
a. Given the S string variable with an array of letters as follows: 

b. Given pattern, variable P is the word to be searched in variable S 

c. The first step 
Compare pattern P [1] with string S [1], here is the result 

Pattern [1] does not match sequence [1] then the pattern will shift one position to the right. 
d. Step Two 

Compare pattern P [1] with string S [2], here is the result 

Pattern [1] does not match sequence [2] then the pattern will move one position to the 
right. 

e. Step Three 
Compare pattern P [1] with string S [3], here is the result 

Pattern [1] does not match sequence [3] then the pattern will move one position to the 
right. 

f. Step Four 
Compare pattern P [1] with string S [4], here is the result 
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Pattern [1] does not match string [4] then the pattern will shift one position to the right. 
g. Step Five 

Compare pattern P [1] with string S [5], here is the result 

Pattern [1] does not match sequence [5] then the pattern will shift one position to the right. 
h. Step Six 

Compare pattern P [1] with string S [6], here is the result 

Pattern [1] does not match sequence [6] then pattern will shift one position to right 
i. Step Seven 

Compare pattern P [1] with string S [7], here is the result 

Pattern [1] does not match string [7] then pattern will move one position to right 
j. Step Eight 

Compare pattern P [1] with string S [8], here is the result 

Pattern [1] does not match sequence [8] then pattern will shift one position to right 
k. Step Nine 

Compare pattern P [1] with string S [9], here is the result 
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Pattern [1] does not match string [9] then pattern will move one position to right 
l. Step Ten 

Compare pattern P [1] with string S [10], here is the result 

Pattern [1] matches the string [10]. Because there is a match, the Knuth Morris Pratt 
algorithm will store this information, and the pattern will not shift and continue matching 
pattern [2] with string [11]. 

Pattern [1, 2] matches the string [10, 11]. Because there is a match, the Knuth Morris Pratt 
algorithm will store this information, and the pattern will not shift and continue matching pattern 
[3] with string [12]. 

Pattern [1, 2, and 3] matches the string [10, 11, and 12]. Because there is a match, the Knuth 
Morris Pratt algorithm will store this information, and the pattern will not shift and continue 
matching pattern [4] with string [13]. 

Pattern [4] matches the string [13]. Because there is a match, the Knuth Morris Pratt 
algorithm will store this information, and the pattern will not shift and continue matching 
pattern [5] with string [14]. However, since the number of patterns is only four letters, the 
search will be stopped and the result is that the P pattern matches S-string by 100 percent. 
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4. Conclusion
The process visualization of the Knuth-Morris-Pratt (KMP) algorithm allows researchers or 
scholars to learn how the KMP algorithm works, and in the application development it will be 
easier to create a function for word search and can be implemented into many search 
processes. 
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