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Abstract. This paper deals with the fault-tolerant data processing systems, which are widely 
used in modern world of information technologies and have acceptable overhead expenses in 
hardware implementation. A simplified reliability model for duplex systems and the offered by 
authors advanced model for data processing systems with primary and backup nodes based on 
a three-state model of recoverable elements, which takes into consideration different failure 
rates of passive and active nodes and finite time of node activation, are also given. A 
calculation formula for the availability factor of the dual-node data processing system with 
primary and backup nodes and calculation examples are also provided. 

1. Introduction 
In modern world a rapid development of information technologies and their implementation in 
different spheres of human activity is observed. Almost every day a person has to deal with 
information. He creates, stores, processes and transmits it using computers and mobile devices.  
Medium and large-scale enterprises use specialized data storage and processing systems. On their 
basis a set of information systems operate and assist the business processes of an enterprise. 

Data processing systems are widely used in modern enterprises, especially high-availability clusters 
for database systems, which provide fault-tolerant data processing and storage. A cluster is a set of 
computers linked by a high-speed communication network and logically united by special software for 
distributed data processing. In practice the dual-node high-availability clusters with shared storage are 
used because of the acceptable reliability / cost ratio. To avoid the database access conflicts at any 
time only one node is active and it processes user requests, the other one is passive in a standby mode. 
For such systems, it is important to know their reliability for estimation of risks to the business 
processes. In this situation, the development of reliability models and the analysis of reliability indexes 
for fault-tolerant data processing systems is quite an important task. 

What concerns the reliability models, on the one hand, there are a number of academic books on 
the reliability theory [1, 2], in which the generalized reliability models of technical systems are 
discussed, but there are no specific examples related to modern data processing systems, including the 
high-availability clusters. On the other hand, a number of specialized books [3, 4], dedicated to 
reliability of computing systems and networks, discuss data processing systems, but the given 
reliability models for duplex systems are too simplified and provide overestimated values for 
reliability indexes. 

MEACS2015 IOP Publishing
IOP Conf. Series: Materials Science and Engineering 124 (2016) 012023 doi:10.1088/1757-899X/124/1/012023

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.

Published under licence by IOP Publishing Ltd 1



Within the scope of the scientific research work of authors regarding reliability of data processing 
and transmission systems [5] a scientific task of development of a specialized reliability model for the 
dual-node data processing system with primary and backup nodes has been raised. This model is also 
considered for future application to obtained results in designing of data processing systems for 
industrial enterprises. 

2. A simplified reliability model of the duplex system with independent nodes 
In the well-known simplified reliability model of the duplex system [1-4] we consider data processing 
nodes as the simplest repairable elements with two states: up-state and down-state (Figure 1). From 
up-state a healthy node can pass to down-state with failure rate Aλ . From down-state a faulty node 
can pass to up-state with repair rate Nм .  
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Figure 1. Reliability model of repairable element. 

 

In the duplex system with two independent nodes both of them may be in one of two states 
independently and the system is considered to be ready for user requests, when at least one node is in 
up-state. One user request also can be processed on both of healthy nodes simultaneously.  

Now let us introduce the following state-space for the duplex system and conditions for transition 
from one state to another according to a simplified reliability model:  

• State 0 (up / up) – both nodes are up, and they are processing user requests. From this state 
system can pass to state 1 with rate Аλ2  (failure of any healthy node).  

• State 1 (up / down) – оne node is up, and it is processing user requests, the other one is down. 
From this state the system can pass either to state 2 with rate Aλ  (failure of the remaining 
healthy node) or to state 0 with rate Nμ  (recovery of the faulty node). 

• State 2 (down / down) – both nodes are down, and user requests are not processed. From this 
state the system can pass to state 1 with rate Nμ2  (recovery of any faulty node). 

Figure 2 shows Markov chain, which represents the state-space and transitions conditions 
according to a simplified reliability model:  
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Figure 2. A simplified reliability model of the duplex system 

with independent nodes. 
 

Accordingly, the differential equations system of Kolmogorov-Chapman for this Markov chain is 
as follows:  
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Considering states 0 and 1 as system healthy states and ∞→t , we obtain the following simple 
formula for the stationary availability factor of the duplex system with independent nodes:  
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3. Advanced reliability model of system with primary and backup nodes 
In the advanced model of the dual-node system, we consider the finite time of node activation (node 
initialization and reconfiguration before it will be ready for user requests), and different failure rates 
for active and passive nodes. We regard nodes as special elements with three states: active, passive 
and down (Figure 3). Only in the active state the node can process user requests. 

From the passive state the node can pass either to the down state with passive failure rate Pλ  or to 
the active state with activation rate Nγ . From the active state the node can pass to the down state with 
active failure rate Aλ . From the down state the node can pass to the passive state with recovery rate 

Nμ . 
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Figure 3. Reliability model of three-state element. 
 

In the advanced model we also suppose that only one of the nodes can be active and the other node 
must be passive. This is a well-known approach in modern high-availability systems with shared 
storage, where only one data processing node has access to the system database for processing user 
requests. So, if both of the nodes are in the passive state and ready to become active, then only one of 
them (assigned by a system engineer as primary) will pass to the active state, the other node (assigned 
as backup) will stay in the passive state. As for failure and recovery we assume that both nodes are 
independent. The advanced model is a further development of reliability models obtained by authors 
earlier [5]. 
 

Now let us introduce the following state-space for the system with primary and backup nodes, and 
conditions for transition from one state to another according to the advanced reliability model:  

• State 0 (passive / passive) – both nodes are passive, user requests are not processed. From this 
state the system can pass either to state 1 with rate Nγ  (activation of the passive node 
assigned as primary), or to state 2 with rate Pλ2  (failure of any passive node).  
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• State 1 (active / passive) – one node is active and the other one is passive, user requests are 
processed. From this state the system can pass either to state 2 with rate Aλ  (failure of the 
active node), or to state 3 with rate Pλ  (failure of the passive node).  

• State 2 (passive / down) – one node is passive and the other one is down, user requests are not 
processed. From this state the system can pass either to state 3 with rate Nγ  (activation of the 
passive node), or to state 4 with rate Pλ  (failure of the passive node), or to state 0 with rate 

Nμ  (recovery of the faulty node). 
• State 3 (active / down) – one node is active and other one is down, user requests are processed. 

From this state the system can pass either to state 4 with rate Aλ  (failure of the active node), 
or to state 1 with rate Nμ  (recovery of the faulty node). 

• State 4 (down / down) – both nodes are down, user requests are not processed. From this state 
the system can pass to state 2 with rate Nμ2  (recovery of any faulty node). 

In Figure 4 Markov chain, which represents the state-space and transitions conditions according to 
the advanced reliability model, is shown: 
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Figure 4. Advanced reliability model of system with primary 

and backup nodes. 
 

Accordingly, the differential equations system of Kolmogorov-Chapman for this Markov chain is 
as follows: 
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Where, 
 Aλ  is the failure rate of the active node. 
 Pλ  is the failure rate of the passive node. 
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 Nγ  is the activation rate of the passive node. 
 Nμ  is the recovery rate of the faulty node. 

Considering states 1 and 3 as system healthy states and ∞→t , we obtain the following advanced 
formula for the stationary availability factor of the system with primary and backup nodes: 
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Note. In case of infinite activation rate ∞→Nг  (immediate activation of the passive node), a 
formula for the availability factor is simplified: 
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Moreover, in this case if failure rates for passive and active nodes are also the same PA λλ = , then 

the formula is simplified to the expression for duplex systems: .
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4. Availability factor calculation example 
A data processing system with primary and backup nodes is given. The failure rate of the active node 
is 8760/1λA =  h-1 (on average one failure per year). The recovery rate of the node is: 24/1μN =  h-1 
(on average one recovery in 24 h). 

For passive node failure and activation rates let us consider three cases: 
1) Hot-spare nodes with fast activation: passive node failure rate 8760/1λP =  h-1 and activation 

rate 1200γN =  h-1 (on average one activation per 3 s). 
2) Warm-spare nodes with intermediate activation: passive node failure rate 17520/1λP =  h-1 

and activation rate 20γN =  h-1 (on average one activation per 3 minutes). 
3) Cold-spare nodes with slow activation: passive node failure rate 0лP =  hour-1 and activation 

rate 3/1γN =  h-1 (on average one activation per 3 h). 
According to the simplified model of the duplex system in all three cases the following value for 

the availability factor is obtained by using formula 1: 
9999925349.0DS ≈K  

According to the advanced model of the system with primary and backup nodes the following 
values for the availability factor are obtained by using formula 2: 

In case of hot-spare nodes with fast activation: 
9999924397.0AP ≈K  

In case of warm-spare nodes with intermediate activation: 
9999886897.0AP ≈K  

In case of cold-spare nodes with slow activation: 
9996543268.0AP ≈K  

It can be easily noticed that the advanced model (obtained by the authors), which takes into 
consideration additional reliability parameters of the system with primary and backup nodes, gives 
more low and realistic estimation of the availability factor rather than the well-known simplified 
model. 
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5. Summary 
Within the scope of this article a well-known reliability model of duplex system and an advanced 
model for the data processing system with primary and backup nodes obtained by the authors are 
presented. The formula for availability factor estimation and calculation examples are also given. 

Scientific results obtained by the authors were used for designing of data processing systems of 
Moscow Power Engineering Institute, Nuclear Power Plant ‘Balakovo’, Joint Stock Company 
‘Krasnyi Proletariy’ and several other enterprises. 
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