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Abstract. Entity Resolution is an important process in data cleaning and data integration. It 

usually employs a blocking method to avoid the quadratic complexity work when scales to large 

data sets. Meta-blocking can perform better in the context of highly heterogeneous information 

spaces. Yet, its precision and efficiency still have room to improve. In this paper, we present a 

new pruning algorithm for Meta-Blocking. It can achieve a higher precision than the existing 

WEP algorithm at a small cost of recall. In addition, can reduce the runtime of the blocking 

process. We evaluate our proposed method over five real-world data sets. 

1. Introduction 

Entity Resolution(ER) first proposed by [1]. ER has a significant application in data cleaning and data 

integration. As the amount of the global data grows exponentially, it has been a hot topic. It is the task 

to determine whether two different records in one or more data sources describe the same real world 

object, sometimes referred to as entity matching, record linkage or object matching. ER needs to 

compute the similarity between records to detect the duplicates. Due to its characteristics (one record 

has to compared with all others), it is very expensive for large data sets especially the rapid development 

of the Internet causes a fast growth of the amount of entity. Assuming that the size of two data sets that 

need to be matched is m and n respectively, m×n comparisons required if we do it in a brute-force way. 

The consumption of computing resources is extremely large, and it will seriously affect the efficiency. 

It typically employs a filter process commonly called blocking before calculation which leaving the 

most similarity records in the same block, such that the comparisons can be reduced.  

2. Related Work 

Blocking is a crucial step for ER. It can improve the efficiency of the ER process. The earliest blocking 

method called Traditional Blocking [2], each record can only be placed into one block and records with 

the same blocking key values (BKV) [3] are placed in the same block. It can be easily implemented by 

inverted index. The Sorted Neighbourhood indexing [4] method sorts the records according to the BKV 

and then moves a sliding window of the size fixed to on the sorted data set, comparing the records in a 

window. The main disadvantage is that the size of the sliding window. Assuming that two similar records 

are not so close that they are not in the same window, and then they will be unmatched. [5] Proposed a 

method that can change the size of the sliding window dynamically. For the data sets that contains a 

large number of errors, the above two methods cannot perform well because the matching records are 

often placed into different blocks. Q-gram [6] based blocking inserts records into more than one block 

to make up for the above shortcomings. Its BKVs is the substring of lengths q. The Canopy clustering 

algorithm [7-8] uses a rough distance calculation method to allocate data into different overlapping 
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subsets in the first stage, and then only calculates records in the same overlapping subset to reduce the 

number of records need for calculation. [10] Proposed a pay-as-you-go method for ER. It can efficiently 

process the ER with a limited resource and time (real-time system) by using hints. [12] Proposed an 

iterative blocking framework, which exploits the results of processed blocks to save many comparisons. 

It can achieve a higher accuracy. These methods above are not suitable for highly heterogeneous 

information spaces (HHIS) [11] where there have a lot of noise, no structural data, and the amount of 

data is large. In addition, they all need a predefined schema. Meta-Blocking [13], a schema-agnostic 

method, achieves a good balance between precision and recall. Its core idea is the notion of blocking 

graph, which can discard the redundant and superfluous comparisons by a pruning algorithm. It has four 

steps: (i) build the blocking graph from the input block collection. (ii) Then use weighting schemes to 

set edge weight. (iii) Pruning the blocking graph use edge-centric algorithms or node-centric algorithms. 

(vi) Transform the pruned blocking graph into a new block collection. It takes the entity resolution to 

the next level. 

The contributions of our work are as follows: (1) A new proposed pruning algorithm for Meta-

blocking that can raise precision at a small cost in recall and it is more efficient than the existing WEP 

algorithm. (2) A series of thorough experiments to verify our proposed method over five real-world data 

sets. 

The remainder of this paper is organized as follows: Section 3 describes the main notions of the work. 

Section 4 propose our new pruning algorithm. Section 5 presents our experiments and the results of 

evaluation. Section 6 contains conclusions of the paper and some recommendations for the future work. 

3. Preliminaries 

In this section, we introduce some main notion of this work. 

Entity Profile. An entity profile is something with distinct and real existence. It can be defined as 

follows: ei = {id, namei1, valuei1, namei2, valuei2…}, id is a globally unique flag; nameij and valueij are 

the names and values of an attribute that the entity has. 

Entity Resolution(ER). The ER process is illustrated in figure1.It commonly involves two steps.  

 

 

Figure 1. The traditional ER process 

 

ER, ES is a set of entity profiles. (i) Blocking to reduce the total comparisons. Group similar records 

within blocks based on blocking key. (ii) Entities in the same block use a similarity function to 

Compared with each other. EM is the detected records that refer to the same real world object.  

Clean-Clean ER. both ER and ES themselves do not contain duplicates. Dirty-Dirty ER: both ER and 

ES themselves contain duplicates. 

Blocking. ER is an intrinsically quadratic task, the total number of record comparisons equals to 

|M||N|，with |·|denoting the number of records in a data set. This is the bottleneck when ER scales to 

large entity collections. To reduce the large amount of comparisons, some blocking techniques are 

employed. Blocking can put the most similar entities together, and only candidate entity profiles in the 

same block are compared. 

Meta-blocking. It is a schema-agnostic method that can reduce the redundant and superfluous 

comparisons by rebuild the block collection. It can improve the efficiency at a minor cost in 

effectiveness. The figure 2 is ER process with meta-blocking. We can note that it does not replace the 
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existing blocking methods. In contrast, it can combine with the existing methods to make ER process 

better. 

 

Figure 2. The ER process with Meta-blocking. 

 

In our experiments, we use the following measures to evaluate our method. Pairs Quality(PQ): 

Estimate the proportion of non-redundant comparisons in the block. It is corresponding to precision used 

in the field of information retrieval. Its value between 0 to 1, A higher the value means a higher 

efficiency of the block. Pairs Completeness (PC): Estimate the proportion of the detected duplicates. It 

is corresponding to recall used in the field of information retrieval. Its value between 0 to 1, A higher 

value means a higher effectiveness of the block. Reduction Ratio (RR): Estimate the proportion of saved 

comparisons by blocking. Its value between 0 to 1, the higher value means the higher efficiency of the 

block. 

4. Our Proposed Method 
We introduce a new pruning algorithm Cumulative Weight Edge Pruning (CWEP) in this section. Differ 

from WEP’s minimum edge weight and CEP’s top K edges with the maximum weight [13], our method 

focuses on the cumulative weight. As is showed in the outline of Algorithm, the input of the algorithm 

is a blocking graph and a global thresholdθ. The blocking graph was built by block collections with 

edges weighted by different weighting schema. The output is an undirected pruned blocking graph. The 

algorithm first put graph’s all edges into a sorted stack (line 1-3). The edges in the sorted stack are in 

descending order of weights. In addition, we can calculate the SumWeight of all edges. Then the 

algorithm removes edges from the sorted stack until the sum weight of edges in the sorted stack less 

than θ*SumWeight (line 4-5). Finally, the algorithm iterates again to remove edges that are not 

contained in the sorted stack (line 6-9). The remained edges in the sorted stack can form the new graph. 

The time complexity of our algorithm is O (|B|). |B| is the cardinality of the original block collections. 

In our work, we set θ to 0.5. 

Algorithm :Cumulative Weight Edge Pruning(CWEP) 
 Input: (i) 𝐺𝐵

𝑖𝑛 the blocking graph  (ii) θ the global cumulative weight pruning criterion 

 Output: 𝐺𝐵
𝑜𝑢𝑡 the undirected pruned blocking graph 

1 SortedStack←{};  

2 foreach 𝒆𝒊,𝒋 ∈ 𝑬𝑩 do  

3 SortedStack.push();      

4 while Cumulative Weight>θ*SumWeight do   

5 SortedStack.pop();                

6 foreach 𝒆𝒊,𝒋 ∈ 𝑬𝑩 do 

7 if 𝑒𝑖,𝑗 ∉ SortedStack then 

8 𝑬𝑩 ← 𝑬𝑩 − {𝒆𝒊,𝒋}                                                             

9 return 𝐺𝐺
𝑜𝑢𝑡 = {𝑉𝐵, 𝐸𝐵, 𝑊𝑆} 

 

5. Experiment 

In this section, we do a series of experiments to demonstrate the performance of our method CWEP. 
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5.1. Setup 

Our approach was implemented in Java 1.8. Our experiments were performed on a server with Intel(R) 

Core(TM) i7-4790 CPU 3.60GHz and 16.0GB of RAM. The operating system is Windows 7 

Professional. The data sets we used in our experiments are showed in table 1.  

 

Table 1. The datasets we used in our experiments. 

 Entities Name-Value pairs Existing duplicates Brute-force Comparisons 

D1 1,076/1,076 2,568/2,308 1,076 1,157,776 

D2 1,295 7,166 17,184 837,865 

D3 4,910 19,626 2,224 12,051,595 

D4 9,763 183,072 299 95,525,976 

D5 1,354/3,039 1,354/3,039 1,104 4,114,806 

 

D1 and D5 are clean-clean datasets, the others are dirty datasets. D1 is the “Abt_Buy” dataset 

containing 1076 product records of the Abt website and 1076 product records form the Buy site. D2 is 

the “Cora” dataset containing 1295 records of machine learning publications. D3 is the “ACM” dataset 

containing 4910 records from Association for Computing Machinery. D4 is the “Cddb” dataset 

containing 9763 records. It is a database containing audio CD information. D5 is the “Amazon-Google 

Product” dataset. It contains product records from amazon and google. 

5.2. Discussion 

The results are showed in the following figures. The x-axes are the different weighting schemas 

proposed by [13]. Figure 3(a) to 3(c) are the PC over different datasets, and figure 4(a) to 4(c) are the 

PQ (Due to the lack of space, we omit the other two data sets). We can observe that the interval between 

two lines in 3(a) to 3(c) is smaller than in 4(a) to 4(c) (except D4). It means that our CWEP algorithm 

can achieve a higher accuracy than WEP at a small cost of recall. It can increase precision by an average 

of 20 percent than WEP. In data set 2, it even reaches to 40 percent. Figure 5(a) to 5(c) are the RR over 

different datasets. The RR of CWEP is also higher than WEP (except D4). It means our algorithm have 

a higher efficiency than WEP.  
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(a) PC over D2      (b) PC over D4       (c) PC over D5 

Figure 3. Comparing effectiveness between CEP and CWEP across three datasets 
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(a) PQ over D2      (b) PQ over D4     (c) PQ over D5 

Figure 4. Comparing efficiency between CEP and CWEP across three datasets 
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(a) RR over D2      (b) RR over D4      (c) RR over D5 

Figure 5. Comparing RR between CEP and CWEP across three datasets 

 

We also do the sensitivity analysis experiment. We set the pruning threshold θ from 0.1 to 0.9, we 

note that the higher the threshold, the lower the RR and the higher the PC in our experiment. It means 

our algorithm is robust. The total runtime of WEP and CWEP over different weighting schemas are 

showed in figure 6(a) to (c). As expected, our CWEP algorithm is faster than the WEP algorithm. Except 

for D4, the CWEP can save more than 17 percent runtime. 
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Figure 6. Comparing runtime of WEP and CWEP across all datasets 

 

6. Conclusion 

In this paper, we introduced a new pruning algorithm CWEP for Meta-blocking. We evaluated our 

algorithm over five real-world datasets. The result showed that our algorithm could achieve a higher 

accuracy than the existing WEP algorithm. In addition, it is more efficient. In the future, we plan to 

enhance its efficiency and apply our algorithm to the Parallel Meta-blocking. 
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