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Abstract. Centrosymmetric matrix has practical application in mathematics and engineering. 
Certain specialized cases of centrosymmetric matrix discuss computing determinant. 
Therefore, we need an algorithm to compute determinant centrosymmetric matrix efficiently on 
computations. Based on the structure of centrosymmetric matrix has lower Hessenberg form, 
so in this paper, we propose the algorithm to compute the determinant of the centrosymmetric 
matrix using an algorithm of determinant lower Hessenberg matrix. 

1.  Introduction 
Centrosymmetric matrix plays a major role in some areas such as pattern recognition, antenna theory, 
mechanical and electrical systems, and quantum physics. Nearly 75% reduction in the multiplicative 
complexity is achieved for evaluation of the determinant of the centrosymmetric matrix [1,2]. Then, 
the algorithm of the determinant centrosymmetric matrix is needed with efficiently. On the other side, 
the role of Hessenberg matrix is important in numerical analysis. For example, the Hessenberg 
decomposition plays on matrix eigenvalues computations. A recursive algorithm for computing 
determinant of an n -by- n  lower Hessenberg matrix is obtained [3]. This algorithm is better than 
studied of the matrix on the complexity based on a previous study [4-8]. Therefore, the computing of 
determinant of the centrosymmetric matrix with lower Hessenberg form is proposed in this paper. 

2.  Preliminaries 
The properties and characteristics of the centrosymmetric matrix are discussed [9,10]. The following 
important result can be used for computing determinant of the centrosymmetric matrix. 

Definition 1 [9] 
Let nn

nnij RaA  is a centrosymmetric matrix, if   

1,1 jninij aa , ni1 , nj1  or written as 

1112,1
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,22221

,11211
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aaa

n

n

n

n

A . 

 
Theorem 2 [9] 
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Let nn

nnij RaA  equivalently AAJJ nn , where 11nnn eeeJ ,,,  and ie  is the unit 

vector with the i-th elements 1 and others 0 or written as 

0001
0010

0100
1000

nJ . 

Proof. Let n -by- n  centrosymmetric matrix and n -by- n  of the nJ matrix. It can be proven.∎ 
The purpose of this section is discussed about properties square centrosymmetric matrix from the 

standpoint of computations. So, for the next we only discuss on n -by- n  centrosymmetric matrix n  is 
even. For next discussion, lower Hessenberg matrix is described. The n -by- n  lower Hessenberg 
matrix form as [3] : 
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This matrix can be solved with partition, let the 1n -by- 1n  lower triangular matrix [3] 
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Partition 1H~  into
Tβ

Lα
h

, where βL,α,  are matrices of size n -by-1 , n -by- n , n -by-1  

respectively and h  is scalar. By  1n
n

T
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T
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e
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h

 

then  0neHα h  (1) 

and n
T

n IβeHL . (2) 

It can be seen that 0h . But, if 0h , so 0  since 0Hα  from (1). This implies that 1H~  is 
singular, which is the contradiction. From (1), known as Hαen

1h . Substitution of (2) founded 

n
T IαβLH 1h  

So T1 αβLH 1h . 

It is noticed that  
T

T

T
n

β
αβL

β
LααI

h

h

h

h 11 0
10

. (3) 

According to the above preparation, the result can be presented as: 

Lemma 3 [3]  
Suppose that H  is a lower Hessenberg matrix of order n  and H~  is its associated lower triangular 
matrix as above.  
Then  
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1

1 1,1det n

i ii
n hhH . 

Proof. From (3) then 1T1 HαβLH det1det1~det 111 hhh nn  

So HH ~det1det hn .∎ 

Theorem 4 [3] 
 Let H  be a lower Hessenberg matrix and all elements of the super diagonal be non-zero, and H~  be 

the associated matrix as above. Partition 1~H  as 
Tβ

Lα
h

, where βLα ,,, h  are as above. Then 

1

1 1,1det n

i ii
n hhH . 

where 1,,2,11, nih ii  are the super diagonal elements of H . 

Proof. Using Lemma 3 and 
1

1 1,
~det n

i iihH , it can be proven.∎ 

3.  Results and Discussion 
Centrosymmetric matrix has block matrices with lower Hessenberg form, they are B  and CJm . Based 
on the properties before, so the algorithm to compute determinant centrosymmetric matrix with 
algorithm determinant of lower Hessenberg efficiently is presented in this section. The algorithm is 
presented as follows [11] : 

Input: Matrix 
mm

mm

BJJC
CJJB

A  

Output : Adet  
1. Block centrosymmetric matrix 
2. Block centrosymmetric martix on Hessenberg matrix 
3. Determinant of centrosymmetric matrix 

Next, the following are the details of the steps of the algorithm determinant centrosymmetric matrix.  

3.1.  Block Centrosymmetric Matrix 
Based on studied before [11] it seen that the determinant of centrosymmetric matrix founded with 
unique properties of centrosymmetric matrix, about determining block matrices centrosymmetric 
matrix. Based on the partition of the centrosymmetric matrix, the character of the symmetric square 
matrix of size n -by- n  where n  is even can be exploited as bellows. 

Lemma 5 [11] 
Let mnRa nn

nnij 2A  is the centrosymmetric matrix, if and only if A  has the form : 
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m
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0
0  (4) 

where mmRB , mmRC .and 
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II

Q
2
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Proof.  
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m

m
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mm

mm

mm

mm

mmT

0
0

2
2

2
2 .∎ 

It is seen that determining determinant of A , an exactly determinant of block matrices CJB m  and 
CJB m . 

Based on structure of Hessenberg matrix, we can see that centrosymmetric matrix can be formed as 
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3.2.  Block Centrosymmetric Martix on Hessenberg Matrix 
Based on centrosymmetric matrix, it is formed block matrix as 

mmmmmm

mmmmmm

bbbb

bbbb

bbb

bb

,1,2,1,

,11,12,11,1

232221

1211

B  and 
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where both of them are Hessenberg matrices. 

Based on Lemma 5, we have orthogonal matrix 
mm

mm

JJ
II

P
2
2 , so 

 
N

M
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m

mT

0
0

0
0  (5) 

where CJBM m , CJBN m  and NM,  are Hessenberg matrices. 

Assume  
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then 1m
m

T
MmMmM

M
T
1M
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1

T
M
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m

T
11 I

IβeMLeMα
Leαe

β
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eM
e
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0
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 . 

It seen that  0MhmM eMα  (7) 

and   M
T
MmM IβeML . 

It shows that 0Mh , if 0Mh  than 0Mα because 0MMα  from (6). It is implied that 1M~  is 

a nonsingular matrix, which is the contradiction. By the same way, we have a 1N~ nonsingular matrix. 

3.3.  Determinant Centrosymmetric Matrix 
From (5), then 

TT

m

m P
N

M
PP

CJB
CJB

PH
0

0
0

0 , 

so  

NMP
N

M
PH T detdetdet

0
0

detdetdet  
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Having the above preposition, the theorem of the determinant centrosymmetric matrix is obtained as 
follows. 

Theorem 6 [11] 
Let 11 NMNMPH ~,~,,,,  are defined as aforementioned. Then 

1

1
1,1,det

m

i
iiiiMN qghhH . 

Proof. Let mm
mmij RgM , mm

mmij RqN . From Lemma 3, it can be seen that 
1

1
1,1~det1det

m

i
iiM

m
M

m ghh MM , 
1

1
1,1~det1det

m

i
iiN

m
N

m qhh NN  

then 
1

1

1

1
1,1, 11det

m

i

m

i
iiN

m
iiM

m qhghH
1

1
1,1,

m

i
iiiiMN qghh .∎ 

Numerical Example 
Given the following centrosymmetric matrix 

11000021
02200130
12212221
10114132
23141101
12221221
03100220
12000011

A  then 

1101
1221
0220
0011

B , 

0021
0130
2221
4132

C  and 

0001
0010
0100
1000

4J . 

Thus  

3031
1000

0110
0010

M , 

5233
3442
0350
0032

N  and 

13031
01000
00110
00010
00001

~M , 

15233
03442
00350
00032
00001

~N . 

So, it can be founded that  
 

13031
01000
00110
00010
00001

~ 1M  and 

16667.15556.13704.10741.3
03333.04444.02963.02593.1
003333.05556.01111.1
0003333.06667.0
00001

~ 1N . 

Therefore, 

1Mh , 0741.3Nh , and 1111
4

1
1,

i
iig , 27333

4

1
1,

i
iiq  

then  

.0007.832710741.31det
1

1
1,1,

m

i
iiiiMN qghhA  

4.  Conclusion 
From the previous sections, it shows that centrosymmetric matrix has a special structure which can be 
formed block matrices. Therefore, it can be exploited for determining determinant of centrosymmetric 
matrix with special block structure on lower Hessenberg matrix. So, an efficient algorithm for this 
case is obtained. 
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