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Abstract. Modern high-energy physics experiments rely on the extensive usage of computing
resources, both for the reconstruction of measured events as well as for Monte-Carlo simulation.
The Institut fir Experimentelle Kernphysik (EKP) at KIT is participating in both the CMS
and Belle experiments with computing and storage resources. In the upcoming years, these
requirements are expected to increase due to growing amount of recorded data and the rise in
complexity of the simulated events. It is therefore essential to increase the available computing
capabilities by tapping into all resource pools.

At the EKP institute, powerful desktop machines are available to users. Due to the
multi-core nature of modern CPUs, vast amounts of CPU time are not utilized by common
desktop usage patterns. Other important providers of compute capabilities are classical HPC
data centers at universities or national research centers. Due to the shared nature of these
installations, the standardized software stack required by HEP applications cannot be installed.
A viable way to overcome this constraint and offer a standardized software environment in
a transparent manner is the usage of virtualization technologies. The OpenStack project has
become a widely adopted solution to virtualize hardware and offer additional services like storage
and virtual machine management.

This contribution will report on the incorporation of the institute’s desktop machines into
a private OpenStack Cloud. The additional compute resources provisioned via the virtual
machines have been used for Monte-Carlo simulation and data analysis. Furthermore, a concept
to integrate shared, remote HPC centers into regular HEP job workflows will be presented. In
this approach, local and remote resources are merged to form a uniform, virtual compute cluster
with a single point-of-entry for the user. Evaluations of the performance and stability of this
setup and operational experiences will be discussed.
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1. Introduction

Grid computing in general and the Worldwide LHC Computing Grid (WLCG) specifically are
an extremely successful implementation of the concept of distributed computing and storage
and have enabled spectacular discoveries in recent years. The most prominent is arguably the
confirmation of the Higgs Boson by the CMS and ATLAS Collaborations at the LHC in the
year 2012. The LHC is expected to resume its operation at an increased center-of-mass-energy
of v/s = 13TeV in the summer of 2015. Other large high energy physics (HEP) experiments
are also scheduled to begin operation in the coming years, like the Belle II detector at the
SuperKEKB high-intensity collider in the year 2018.

One thing these experiments have in common is that enormous amounts of computation and
storage requirements need to be fulfilled to achieve the best possible science performance. Data
recorded by these experiments needs to be reconstructed, stored and analyzed. Furthermore,
Monte-Carlo simulations need to be performed in order to compare the recorded data to model
predictions. Depending on the experiment, at least a comparable amount of simulated events
needs to be available in order to achieve a sufficient statistical accuracy. In practice, many
experiments need two or three times more simulated events than recorded ones in order to test
for different models. With the increased data rates of the next-generation HEP experiments,
the computing requirements will also grow in the coming years.

Classically, the Grid infrastructure is installed on dedicated hardware resources which are
located in data centers and tailored to serve as Grid computing sites. This allows for a high
specialization of the installed hardware, software and trained personnel. The downside is, that
these data centers can only be used by Grid computing workloads. Often universities and
funding agencies encourage research groups to share a common cluster installation and profit
from the economies of scale effect. These cluster installations are mostly tailored to suit high
performance computing (HPC) workloads, which require a tight interconnect between individual
worker nodes in the cluster.

Most shared HPC-centers have to provide an operating system which can be used by all
involved research groups. With the Scientific Linux [1] distribution, the HEP community
maintains a custom operating system to achieve reproducibility and standardization among
the many participating Grid sites. Most experiment-specific software in use today requires
an underlying Scientific Linux installation to fulfill the requirements set by the experiment’s
collaborations.

The opportunities for HEP-research to profit from such shared installations exist and in light
of the aforementioned computing challenges, every effort should be taken in order to have access
to these resources. One possibility to benefit from a shared cluster setup and still be able to
support specialized HEP workloads has been implemented by the EKP with the ViBatch system.
Here, a classical batch system on an HPC cluster is extended to start a virtualized operating
system for a specific class of HEP workloads [2].

Since the ViBatch installation, Cloud computing and virtualization have become a well-
established technology in recent years and provide ideal means to make use of common data
centers which have not been tailored to satisfy HEP needs.

2. Cloud Computing and Virtualization

The term Cloud computing covers a wide area of applications and services. For this document,
the more well defined Infrastructure-As-A-Service (IaaS) paradigm is used synonymously with
Cloud computing. IaaS describes the concept to provide an abstract set of resources, like
compute, storage and network, transparent of the underlying hardware and configurable and
scalable by the requesting user. Ome of the enabling technologies is virtualization, foremost
of CPUs, to allow users to boot customized operating systems and application software stacks.
The virtualization of network services like interconnect, routing and firewall isolates the network
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traffic of individual users and therefore increases the operational security of a multi-tenant
cluster.

Today, many commercial providers offer IaaS products, mostly on a pay-per-use basis. Among
the biggest are the Amazon EC2 service and Rackspace. These commercial services have
been successfully used to execute Grid workloads [3] and integrating EC2 worker nodes into
an institute’s local batch system was successfully demonstrated at EKP with the ROCED cloud
scheduler [2].

Additionally, more and more research institutions provide easy access to Cloud services for
their users. The CERN OpenStack Private Cloud [4] offers users the possibility to upload
virtual machine (VM) images and to start and stop them at the user’s discretion. Furthermore,
Cloud computing has been successfully used on the High-Level Trigger farms of the CMS
and ATLAS experiments as Grid sites in times where no data from the detectors needs to
be processed. Here, Cloud computing is not primarily employed to boot custom VM images
but to allow for a fast turn-around between the HLT and Grid operations modes [3] [5].
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3.1. OpenStack virtualize a physical infrastructure.

Today, the open-source OpenStack application [6] has
emerged as one of the most widely used and supported
TaaS implementations. The functionality of OpenStack
is implemented as a range of so-called services which are foreseen to run in a distributed and
fault-tolerant manner across multiple physical hosts. Not all available OpenStack services have
been installed in the presented setup and therefore only a subset of the OpenStack application
suite will be described. The interested reader can find information on all OpenStack services in
the corresponding documentation [7].

The Keystone service is the central component to manage user credentials and the associated
privileges. The Nova service is split into a control component, which runs on a central controller
node and a nova-compute component, which is installed on each worker node hosting virtual
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machines. Worker nodes hosting virtual machines are also named Hypervisors. The Nova service
is responsible for scheduling VM requests to free cluster resources and to boot and terminate
the VM on the hypervisors. The Neutron service takes care of creating a virtual network for the
started VMs and to route traffic among VMs and to outside networks. Custom virtual machine
images can be uploaded and managed via the Glance service and the Horizon service offers a
HTML-based frontend to most of OpenStack’s features to the user. Some auxiliary services,
like MySQL, also need to be installed to enable the internal communication and persistency of
OpenStack.

The OpenStack system has already been adopted by some HEP-related data centers, like the
CERN computing center, and CERN personnel play an active role in the OpenStack foundation
board. This gives us confidence that OpenStack will see an even wider adoption in the HEP-
computing field and more HEP software suites and tools will have built-in OpenStack support.

3.2. HTCondor

The open-source HTCondor project provides a workload management system which is highly
configurable and modular [8]. Batch processing workflows can be submitted and are then
forwarded by HT'Condor to idle resources. HTCondor maintains a resource pool, which worker
nodes in a local or remote cluster can join. Once HT Condor has verified the authenticity and
features of the newly joined machines, computing jobs are automatically transferred. Special
features to connect from within isolated network zones, for example via a NAT-Portal, to the
central HTCondor pool are available. The Connection Brokering (CCB) service is especially
valuable to connect virtual machines to the central pool [8]. These features and the well-known
ability of HTCondor to scale to O(100k) of parallel batch jobs lets us decide to use HTCondor
as a workload management system.

3.83. OZ image Provisioning Toolkit
In order to generate custom virtual machines images, which can be uploaded and started at
remote HPC sites, we choose to employ a fully-automated procedure. Here, the OZ toolkit [9]
has been selected. All requirements and configuration options of an image can be specified via
an XML file, called template. The partitioning and installation process of the operating system
is fully automated, as OZ will use the remote-control capabilities of KVM. After the installation
of the operating system, additional libraries and configuration files can be installed. Once the
image has been built, it is automatically compressed and uploaded to the OpenStack Glance
service.

Using this technique allows to build images in a reproducible fashion, as all templated files
are version controlled using git. Furthermore, existing template files are easy to adapt to new
sites and experiment configurations.

4. Utilizing local idle resources with OpenStack

The EKP provides individual work stations to each researcher and student. While individual
workstations are important to support web browsing and communication tasks, we observe
that most users prefer to perform their computation-heavy tasks, like compiling software and
running analysis code, on dedicated portal servers and batch farms. Idle resources of these
workstations can be exploited for the execution of CPU-intensive tasks, like Monte Carlo
simulations, alongside the regular desktop applications.

One important factor has to be considered for this system to succeed on a social level: the
daily work tasks of the desktop users must not be impeded in any way by running the virtual
machines. Therefore, we decided to only integrate machines into our institute’s OpenStack cloud
which have been bought with virtualization’s requirements in mind.
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Over the last one and a half year, our institute procured new desktop machines, needed
anyway to replace older ones, with 4-core CPUs and 16 GB RAM. This configuration ensures
that sufficient CPU and memory resources are available for both the users daily tasks and to
host a virtual machine.

At the writing of this paper, 15 desktop workstations have been integrated into the local
OpenStack system and provide in total 60 cores usable via virtual machines. The central
OpenStack services, like Keystone and Nova, have been installed on one physical machine, which
is equipped with a 6-core CPU and 32 GB RAM and is sufficient for an OpenStack installation
of our size.

The booted virtual machine images are almost identical to the ones used on remote cloud
sites. As one additional features, the local image mounts the NFS-based storage of the institute’s
file servers on startup so users are able to read and write to their local data directory directly.

5. Integration of Remote HPC Centers

In the following, the installation and operation of worker nodes located at a remote HPC site
will be presented. Although this setup is described using the three endpoint locations involved,
the used concept is generic and can be adapted to different locations and network configurations.

The shared compute cluster bwForCluster will be installed at the University of Freiburg,
which is located around 150 km south of Karlsruhe. The state funding has been secured and the
full installation with an expected number of 8000 cores will be installed in fall 2015. The cluster
is shared among three diverse groups of users: Particle Physics, Neuroscience, Microsystems
technology. Early in the conception phase, it became evident that virtualization is a key
technology to allow for an efficient sharing among the user groups. Especially for the specific
needs of HEP-Users, like custom operating system and software library versions, having the
flexibility to start custom VM images is essential.

A dedicated 10 Gbit/s link between the Freiburg data center and the WLCG Tier-1 GridKa
data center in Karlsruhe allows for an efficient transfer of input and output data to the Freiburg
site.

For the concept and benchmarks described here, a test system for the final bwForCluster
installation was used. It consists of 800 CPU cores and a fully functional OpenStack system.
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Figure 2. Structure and location of the local and remote components.
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Figure 2 visualizes the structure of the three physical sites involved. The OpenStack control
node and compute nodes are located at the remote site, in the here described case at the Freiburg
data center. The worker nodes use the private WAN link to connect to the central HTCondor
batch server at the institute’s local data center, which is located at the KIT Campus South.
Input and output data is transferred to the GridKa Storage Element located at the KIT Campus
North.

6. Generating Virtual Machine Images with OZ

The virtual machines booted at the remote Cloud center were created using the OZ toolkit
and the CERN OpenStack SL6.5 image templates [10] were used as a starting point. A lot
of modifications were added to the bare Scientific Linux installation. The HTCondor daemon,
which integrates the VM at boot-time into the resource pool, was installed. A shared secret key
is used to authenticate the remote machines before they are added to the pool. Furthermore,
CVMES [11] was installed to serve the Grid UI and CMS software. Finally, some superficial files
were removed to decrease the size of the VM image.

7. Job Submission and Workflow Management

One important goal of this system is to allow the Institute’s user group seamless and hassle-free
access to both the Institute’s local and the remote Cloud resources. Therefore, users can submit
their jobs using the regular condor submit command. The EKP institute also operates a local
OpenStack setup, which is utilizing spare resources of desktop machines.

The recommended workflow is to use the job submission tool grid-control [12] which
automatically splits workflows into a list of jobs and tracks the job’s status. By selecting a
specific HTCondor requirement when submitting the job, users can either submit only to local
Cloud worker-nodes, with direct fileserver access, or submit only to remote Cloud worker nodes.
If the user jobs are flexible enough, jobs can also be sent to both, the local and remote resources,
at the same time and thereby maximize the processing throughput.

8. Challenges of a Distributed Computing Infrastructure
Once the remote HPC resources are provisioned via OpenStack and workloads can be send via
HTCondor, some important questions need to be answered. The stability of the OpenStack
hypervisor and virtual machines needs to be guaranteed so the jobs will not randomly fail.
Furthermore, the stability of the HT Condor integration is an important requirement.
Depending on the processed workload, large amounts of input or output data need to be
transferred to and from the virtualized worker nodes. Therefore, the network connections
and routing must be reliable, as random network disconnects or slowdowns are not tolerable.
The following sections will describe some of the studies which have been done to answer these
questions for the previously described setup.

9. Data-transfer Rates and Reliability
To simulate a typical heavy-I0 workload, 400 virtual machines were running at the remote
site. To test the maximal output transfer rates (Stage-Out), an artificial benchmark running in
each virtual machine generated a 1 GB large file with random content and transfer this file to
the Tier-1 storage element using the well-known GridFTP tools. This ensures the benchmark’s
behavior is replicating a typical HEP job, but enough bandwidth is used to saturate the available
link with 400 running jobs.
To test the maximum input rates (Stage-In), each job copies one of ten files with a size
between 250 MB to 1 GB from the GridKa Tier-1 storage element into the virtual machine.
The advantage of this benchmark method, above other more direct benchmark suites like
iperf, is its ability to probe all components necessary for the data transfer of jobs. This includes
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the routing between local and remote site, firewalls, the network virtualization of OpenStack,
but also the GridKa storage elements and the GridF'TP client software.
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Figure 3. Total input bandwidth. Figure 4. Total output bandwidth.

As visible in Figure 4, plotting the output bandwidth over the test period, the 10 Gbit/s
is saturated with an average data throughput of 755 MB/s while a maximum rate of up to
955 MB/s can be reached. Figure 3 shows the input bandwidth when reading files from the
GridKa Tier-1 storage pools. The available bandwidth is not fully saturated here, but files can
also be transferred with an excellent rate of 477 MB/s. During all network transfer tests, no
canceled or stalled file transfers were observed, which indicates a good overall network stability.

10. Long-term Example: QCD Computations

As an additional benchmark, a long-term QCD workflow was performed using the remote
worker nodes. Here, batch jobs are submitted by a researcher to the local HTCondor and
then automatically transferred to the remote worker nodes. Input and Output data of the
jobs is transferred from a remote Grid Storage Element. The FastNLO [13] package is used to
compute QCD interpolation tables. This kind of workload has moderate 1O requirements but a
high demand in CPU.

Over the course of two month more than 20000 jobs haven been processed on the Cloud worker
nodes without problems. Figure 5 displays the accumulated cpu time during the benchmark
period. Figure 6 shows the accumulated number of processed jobs over the same time period.
During the days 25 to 52, no new jobs were submitted to the system due to the Christmas break.
Apart from this break, the system was mostly processing jobs without any downtime.

No problems with either the virtualization or the batch node integration of HTCondor were
observed during the benchmark period of two month. This underlines the excellent reliability
which the used software suites, OpenStack and HT Condor, already have and the overall stability
of the integration of both, which is part of the work presented here.

For the computation campaign presented here, the required virtual machines have been
manually requested via OpenStack’s dashboard user interface. Since the time of the benchmark,
the ROCED cloud scheduler has been installed which requests and terminates virtual machines
based on the amount of jobs available at the local HT'Condor system.

11. Conclusion
The ability to harness virtualization technologies is essential to allow access for the HEP
community to shared HPC clusters, commercial Cloud service provider and other common



21st International Conference on Computing in High Energy and Nuclear Physics (CHEP2015) IOP Publishing

Journal of Physics: Conference Series 664 (2015) 022022 doi:10.1088/1742-6596/664/2/022022
accumulated cpu-time of running jobs accumulated number of jobs over time
120000
20000
§_ 800001 u
é 2 10000+
o 400001 2
o o e —
0 8 16 24 32 40 48 56 64 0 8 16 24 32 40 48 56 64
time in days time in days
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computing installations. = As the computing requirements of the next-generation HEP

experiments increase, theses avenues to procure computing time can no longer be ignored.

Mature software for virtualization (KVM, OpenStack) and flexible workload management
(HTCondor) exists today. As presented, these products can be combined to create a dynamic and
reliable way to bring traditional HEP workloads to remote HPC resources: remote computing
resources can be requested at peak times and shut down if not needed. Furthermore, the same
concept can also be easily adapted to tap into commercial Cloud providers.

The use-case of the bwForCluster project has been presented. It uses virtualization to solve
the diverse requirements of its tenants. First evaluations of the bwForCluster test system were
successful and we are convinced the shared cluster model can work on a technical level and
bring benefits to our HEP groups. The further procurement of the final bwForCluster system
will be accompanied and the final installation will provide a significant addition to the compute
resources available to the institute’s researchers.
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