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Abstract. Quantitative atomic resolution annular dark field scanning transmission electron
microscopy (ADF STEM) has become a powerful technique for nanoparticle atom-counting.
However, a lot of nanoparticles provide a severe characterisation challenge because of their
limited size and beam sensitivity. Therefore, quantitative ADF STEM may greatly benefit from
statistical detection theory in order to optimise the instrumental microscope settings such that
the incoming electron dose can be kept as low as possible whilst still retaining single-atom
precision. The principles of detection theory are used to quantify the probability of error for
atom-counting. This enables us to decide between different image performance measures and to
optimise the experimental detector settings for atom-counting in ADF STEM in an objective
manner. To demonstrate this, ADF STEM imaging of an industrial catalyst has been conducted
using the near-optimal detector settings. For this experiment, we discussed the limits for atom-
counting diagnosed by combining a thorough statistical method and detailed image simulations.

1. Introduction

The observed intensity in atomic resolution STEM images is highly sensitive to the number
of projected atoms in each atomic column. Therefore, quantitative ADF STEM has become
a popular technique for nanoparticle atom-counting. In existing atom-counting methods the
number of atoms is estimated from an ADF STEM image by a comparison with detailed image
simulations or by using advanced statistical methods [1-4]. By analysing the total fraction of
scattered electrons from each atomic column, the so-called scattering cross-section, it has been
shown that the number of atoms in a single-element column can be counted with single-atom
sensitivity on model systems, which are relatively stable under the incoming electron beam [2—
5]. Here we discuss how we can extend this technique to count the number or atoms in more
challenging nanostructures.

2. Statistical detection theory

In order to keep the incoming electron dose as low as possible but still retain single-atom
precision, statistical detection theory can be used to optimise the instrumental microscope
settings [6]. Similar to the use of statistical parameter estimation theory to quantify the precision
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Figure 1. Probability of error as a function of inner and outer detector angle for Pt along the
[110] zone axis for an electron dose of 10* e~ /A2, (a) Probability of error for counting up to 10
atoms. (b) Probability of error for counting up to 30 atoms.

with which atom column can be located [7-10], the principles of detection theory allow one to
quantify the probability of error for atom-counting [11]. This probability of error has been used
to compare different image performance measures that can be used for atom-counting. Such
analysis suggests that the scattering cross-sections perform equally well as the image intensities
on a pixel by pixel basis and prove more robust than peak intensities. Moreover, based on an
expression for the probability of error, it can be shown that for very thin objects low angle ADF
STEM is optimal and that for thicker objects the optimal inner angle increases as illustrated in
Fig. 1 [11].

3. Atom-counting on a Pt/Ir particle

Next, atom-counting will be demonstrated on an industrial bimetallic catalyst. Four images of
the same Pt/Ir particle were recorded at different magnifications and electron doses under near-
optimal detector settings (i.e. 35-190 mrad) at the QuAntEM, a double corrected FEI Titan3
working at 300 kV with a 20.2 mrad semi-convergence angle. Because of their beam sensitivity
and limited size, these particles provide a severe characterisation challenge, even under the
optimal detector settings [12]. By combining simulation- and statistics-based methods, being
completely independent of each other, the effect of dose and limited particle size on the reliability
of atom-counting can be determined. In order to allow comparison with simulations, the images
were normalised with respect to the incoming electron beam intensity [13]. Next, using statistical
parameter estimation theory, the scattering cross-sections were quantified atomic column - by
- atomic column. For this Pt/Ir particle, both atomic species (Z;,=77 and Zp;=78) have been
treated in the same way, since the scattering cross-sections of Pt cannot be distinguished from the
scattering cross-sections of Ir up to 30 atoms. An example analysis for the image recorded at the
highest magnification (pixel size of 0.12 A) and electron dose (5.2 x 10° e~ /A?) is illustrated in
Fig. 2; the scattering cross-sections are visualised in a histogram. The number of significant
components and their scattering cross-sections were determined by evaluating the so-called
integrated classification likelihood (ICL) criterion in combination with Gaussian mixture model
estimation. These results allow us to quantify the number of atoms in each atomic column.

In Fig. 3, the experimental scattering cross-sections, i.e. the components of the Gaussian mixture
model, resulting from the counting analyses are compared with the scattering cross-sections
resulting from simulated images using STEMsim [14]. For image D (shown in Fig. 2(a)) with
the highest magnification and electron dose, an excellent match was found. However, analysing
images of lower magnification (less finely sampled image) and/or lower electron dose worsens
the match with simulation. The same effect is observed when analysing a subsampled image, i.e.
composed of every second pixel of image D, whereas the sampling has no effect on the reliability
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Figure 2. Illustration of the atom-counting procedure. (a) Experimental ADF STEM image.
(b) Refined parametrised imaging model. (c¢) Evaluation of ICL as a function of the number of
components. (d) Histogram of estimated scattering cross-sections together with the estimated
Gaussian mixture model. (e) Quantification of the number of atoms in each atomic column.

as shown by the binned version of image D, i.e. by averaging the pixels. In the subsampled
image, the lower dose of images A and B is mimicked. This leads to less precise measurements
of the scattering cross-sections resulting in insufficient statistics for the determination of the
number of components. However, when enhancing the statistics by combining the values of the
scattering cross-sections of the four images collectively, the experimental values again match
with simulated values. The study demonstrates that while the incoming electron dose is often
lowered in order to reduce sample damage, the detected dose should be sufficiently large to
retain single-atom precision, even when the image has been recorded under the optimal detector
settings.

Figure 3. Comparison of experimental and simulated scattering cross-sections.
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The upper

right graph shows the specific pixel size and dwell time for the individual images of the Pt/Ir

particle.
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4. Conclusions

In conclusion, using statistical detection theory, the detector settings can be optimised which
becomes extremely important when looking at beam sensitive systems. A lower inner detector
angle is suggested for thin objects in order to maximise the detected dose. This detector setting
has been used for an atom-counting analysis of an industrial catalyst. It has been shown that
even when employing optimal detector settings, a minimum level of electron dose is required to
retain single-atom precision. The reliability of the atom-counting results could be studied by
using a combination of advanced statistical methods and detailed image simulations [14].
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