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Abstract. The relation between image quality and mean glandular dose (MGD) has been 
studied for a Senographe 2000D mammographic unit used for research in our laboratory. 
The magnitudes were evaluated for a clinically relevant range of acrylic thicknesses and 
radiological techniques. The CDMAM phantom was used to determine the contrast-detail 
curve. Also, an alternative method based on the analysis of signal-to-noise (SNR) and 
contrast-to-noise (CNR) ratios from the CDMAM image was proposed and applied. A 
simple numerical model was utilized to successfully interpret the results. Optimum 
radiological techniques were determined using the figures-of-merit FOMSNR=SNR2/MGD 
and FOMCNR=CNR2/MGD. Main results were: the evaluation of the detector response 
flattening process (it reduces by about one half the spatial non-homogeneities due to the X-
ray field), MGD measurements (the values comply with standards), and verification of the 
automatic exposure control performance (it is sensitive to fluence attenuation, not to 
contrast). For 4-5 cm phantom thicknesses, the optimum radiological techniques were 
Rh/Rh 34 kV to optimize SNR, and Rh/Rh 28 kV to optimize CNR. 

1. Introduction  
In order to optimize the benefits of a mammographic study, mammography systems must operate 
under highly controlled technical conditions, providing the necessary image quality and the 
minimum dose consistent with the clinical goal. Figures of merit have been defined in order to 
quantify the ratio between benefit and risk [1-4]. For mammographic studies, the benefit is 
expressed by image quality parameters, while risk is associated with mean glandular dose. 

In this work we have studied image quality parameters (determined using the CDMAM 
phantom) and mean glandular dose delivered by a flat panel digital mammography system for 
different polymethyl methacrylate (PMMA) thicknesses within a range of clinically relevant 
radiological techniques. We´ve proposed a method to quantify image parameters which extends the 
contrast-detail relation offered by the phantom design. The aim has been to evaluate the system 
performance, find the optimum operational conditions, and compare with those selected by the 
system. This evaluation is needed as a benchmark for the reliable use of the unit in the current 
laboratory research projects. 
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1. Materials and methods 
The analyzed system was a GE Senographe 2000D, with a dual-track (Mo-Rh) anode, and Mo 
(0.030 mm) and Rh (0.025 mm) filters. The digital detector consists of a 19x23 cm2 columnar 
CsI(Tl) scintillator coupled to an a-silicon plate, with nominal pixel size equal to 100 m. Raw 
(“for processing”) images were used, unless specified. Two types of phantoms were used: 
homogeneous PMMA plates of various thicknesses and sufficiently large to completely cover the 
detector, and the CDMAM (version 3.4) [6]. The CDMAM phantom, shown in Fig 1, consists of a 
0.5 mm thick aluminum base (99.5% pure Al), with 410 gold disks (99.999% pure Au) having 
diameters between 0.06 and 2.00 mm and thicknesses between 0.03 and 2.0 m. A 5 mm thick, 16 x 
24 cm2 PMMA plate covers the base, and the CDMAM structure is equivalent to 1.0 cm of PMMA 
for a standard Mo/Mo/28 kV mammography X-ray spectrum. The phantom includes same area 
additional PMMA plates to simulate various breast thicknesses.  

 

  
Figure 1. CDMAM phantom [5]. The 205 
cells contain two gold disks each, one at the 
center and one placed randomly in a corner.        

Figure 2. A typical CDMAM cell, where circular 
ROIs are created along the line that connects the 
disks. MPV and standard deviation are measured in 
the ROIs.  

 
2.1 Detector response, and uniformities of the detector and X-ray field 
The detector response was evaluated as the relation between mean pixel value (MPV) and X-ray 
tube mAs in images of a 4.5 mm thick PMMA phantom for Mo/Mo 28 kV X-rays at manually 
selected mAs values. MPV was obtained in squared  4 cm2 regions-of-interest (ROIs) centered 6 cm 
from the torax edge of the image.The relation should be linear (squared correlation coefficient R2> 
0.99). 

The detector uniformity was evaluated [5], acquiring raw images of a 4.5 cm thick PMMA 
phantom. The MPV was measured in squared ROIs at the center and corners of the phantom image. 
The relative MVP deviation of any ROI from the average should be < ±15%. 

The uniformity of the X-ray field was determined exposing radiochromic film (EBT3 
GrafChromic) to the appropriate air-kerma to induce a response (about 0.5 Gy) under the same X-
ray conditions as the previous test. The film was located 15 cm above the breast support base and 
normal to the beam direction. The film was digitized before and after the exposure in order to 
extract the net response by subtraction [7-8]. A flatbed HP Scanjet 7650 with 300 ppm resolution 
was used.  

 
2.2 Measurement of image quality and mean glandular dose 
CDMAM images were acquired with the phantom placed on top of 2 cm thick PMMA in order to 
keep a constant distance between phantom and detector. Total phantom thicknesses were 4.0, 4.5 
and 5.0 cm. All anode/filter combinations, voltage between 25 and 34 kV, and three mAs values for 
each combination were analyzed; 8 images were acquired for each setting. Also, images for each 
CDMAM thickness were obtained under automatic exposure control (AEC). 
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The evaluation of image quality was performed in the traditional way, using the CDMAM 
Analyser v1.5.3 [9] code, and a custom-made Matlab-based software. The first provided contrast-
detail curves where the threshold disk thickness visible in the phantom image was evaluated for 
each disk diameter. The second code evaluated standard image quality parameters from the 
CDMAM images. These indicators were signal, noise, signal-to-noise ratio (SNR), contrast, and 
contrast-to-noise ratio (CNR), measured in individual phantom cells chosen by the user. The code 
locates the center of each disk in the cell, draws a straight line between them, and generates circular 
ROIs of the same diameter as the analyzed disks. Inside the ROIs, MPV and standard deviation are 
calculated. A MPV profile is created, as shown in Fig. 2, and the average MPV in both disks and 
the cell noise are obtained from the profile. From these, SNR and CNR are also calculated. 

Mean glandular dose MGD was calculated for each PMMA thickness following Dance [10, 11], 
 

                                                                 (1) 
where KES is air-kerma at the phantom entrance surface, g is a factor that converts air-kerma into 
dose for 50% glandularity, c is a factor that corrects for differences in glandularity, and s is a factor 
that corrects for anode/filter combinations other than Mo/Mo. The radiological technique was the 
one chosen by the unit AEC. 

 
2.3 Figures-of-merit (FOM) 
Two figures-of-merit, FOMSNR for SNR and FOMCNR for CNR, were calculated as follows. 
  

  .                                      (2) 
In principle, these are independent of the photon fluence and depend on beam quality only. 
 
2.4 Calculation of signal and noise 
Detector signal and noise were numerically calculated following Lemacks’ formalism [12] which 
includes knowledge of the spectrum, attenuation, detector efficiency and transformation of X-rays 
into light. From signal and noise, SNR and CNR were obtained. Fig 3 shows the calculation 
geometry. 

 
 
 
 

Figure 3. Geometry for numerical 
calculations. The focal spot is 66 cm 
from the detector, towards the top. 

 
 
 
 
 
 

 

3. Results 
3.1 Detector response, and uniformities of the detector and X-ray field 
The detector response was lineal, R2= 0.99991. Figure 4(A) shows the X-ray intensity distribution 
for Mo/Mo at 28 kV, and Fig 4 (B), the pixel value distribution for the same technique. The 
radiation field showed a maximum next to the thorax edge, slightly to the right, and a minimum at 
the superior left corner. The difference between the extreme values was ≈ 18%.The flat field pixel 
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image showed a maximum at the center, slightly to the left and a minimum at the top right corner. 
The difference between extrema was ≈ 8%. Similar X-ray and detector distributions were measured 
for Rh/Rh. 

 
 
Figure 4. (A) X-ray intensity distribution measured with radiochromic film, normalized to its 
maximum for Mo/Mo, 28 kV. (B) Raw image pixel value normalized distributions for the same 
technique. 
 
3.2 Measurement of image quality and mean glandular dose 
Measured mean glandular doses were 1.2, 1.1 and 1.1 mGy for PMMA thicknesses of 4.0, 4.5 and 
5.0 cm, equivalent to 4.5, 5.3 and 6.0 cm thick compressed breasts. These values comply with 
international recommendations [6].  The radiological techniques chosen by the AEC for 4.0, 4.5 and 
5.0 cm PMMA were Mo/Mo, Mo/Rh, and Rh/Rh, all at 28 kV, respectively.  
 

 
Figure 5. A) Measured SNR2 vs MGD for a 4.5 cm thick PMMA phantom. All the analyzed 

anode/filter combinations and voltages are shown. B) Calculations for the same magnitudes.  
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Figure 5, left, shows representative values of SNR2 and MGD measured for a 4.5 cm thick PMMA 
phantom. At the right, the corresponding calculations, which describe well the measurements. 
 
3.3 Figures-of-merit 
For 4.0 and 5.0 cm PMMA thicknesses, optimum FOMSNR were obtained for the Rh/Rh beams and  
for 4.0 and 4.5 cm, changes in kV between 31 and 34 changed FOMSNR little (only 1 to 4 %). For 
5.0 cm, the optimum FOMSNR was obtained at 34 kV. On the other hand, FOMCNR optimization at 
each thickness required Rh/Rh beams at 28 kV. The unit AEC selected the optimum parameters (in 
terms of FOMCNR) only for 5 cm PMMA. 
 

4. Discussion and conclusions 
Figures-of-merit have predicted optimum operation parameters. In general for the analyzed 
thicknesses, the optimum values were Rh/Rh at 34 kV for SNR and Rh/Rh at 28 kV for CNR. This 
result is consistent with independent conclusions such as those in [1-4]. These beams were harder 
(more energetic) than those automatically chosen by the unit; the AEC selected Rh/Rh only for 5 
cm PMMA. The flat-fielding process preformed as a pre-process by the Senographe 2000D system 
reduced by about one half the non-homogeneities created by the heel effect, but the image of the 
homogeneous phantom still showed differences up to 6% between central and corner pixels. The 
MGD values for all PMMA thicknesses, which were equivalent to 4.5, 5.3 and 6.0 cm compressed 
breasts, respectively, were within international recommendations [5]. Analysis of both figures-of-
merit indicated that the automatic control has been set to keep SNR constant, without consideration 
of contrast. 
 
This overall evaluation has characterized the beam properties, delivered dose, and detector 
performance of this mammography unit which is currently used in research projects at our 
laboratory. 
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