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Abstract. We introduce a measure for estimating the best risk-return relation of power production in wind farms within
a given time-lag, conditioned to the velocity field. The velocity field is represented by a scalar that weighs the influence
of the velocity at each wind turbine at present and previous time-steps for the present “state” of the wind field. The scalar
measure introduced is a linear combination of the few turbines, that most influence the overall power production. This
quantity is then used as the condition for computing a conditional expected return and corresponding risk associated to
the future total power output.

1. Introduction

Wind energy is becoming a top contributor to the renewable energy mix due to rather high capacities
and generation costs that are becoming competitive with conventional energy sources[1]. However, wind
energy systems suffer from a major drawback, the fluctuating nature of their source[2], which imposes
a challenge to the wind power producer when it comes to trading on the liberalized electricity markets.
For that, participants must bid in advance and the uncertainty of wind power production can lead to
differences between the committed and actually produced energy [3]. This imbalance may result in
the payment of penalties which decreases the revenue [4]. Therefore, to achieve maximum profit, it is
necessary to develop optimal offering strategies. A review on the methods employed for deriving bidding
strategies is given by[5].

The uncertainty associated to wind energy also affects the wind park and power grid operators,
especially concerning reserve committment. An appropriate reserve committment needs to be a trade-
off between economic (additional capacity costs) and reliability issues (risk of loss of load) [6]. The
operators therefore need to develop a risk managing scheme, taking into account the intermittency of the
energy source [7]. A review on the economic dispatch and risk management considering wind power in
the power market is given by [8].

In this study we propose a measure to asses the return of a wind farm in terms of risk that can
be used to develop bidding strategies for market participation. Our measure is based on the mean-
variance portfolio (MVP) or risk-return approach first introduced in the context of portfolio selection by
Markowitz[9]. Markowitz defines the return on a portfolio as a weighted sum of random variables where
the investor can choose the weights. For investment he proposes to assess the ratio between the expected
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return and the associated risk, which he defines as the standard deviation of return. An investment
decision then is a trade-off between risk and expected return, since “the portfolio with maximum expected
return is not necessarily the one with minimum variance”[9]. However, for a given amount of risk, MVP
allows to maximize the expected return for a given level of risk or equivalently to minimize the risk for
a given level of expected return.

In the context of wind energy this translates into optimizing the trade-off between maximizing wind
power output and minimizing its variability. MVP has been employed in the framework of wind energy
by Roques et al[10] to define optimal cross-countries wind power portfolios. Using historical wind
production data from five European countries the authors attempt two case studies. First, they optimize
the wind power output and, second, maximize the wind power contribution to system reliability. The risk-
return approach has also been employed by Kitzing[11] with the purpose to assess the risk implications
of two support instruments, feed-in tariffs and feed-in premiums.

This paper introduces a new approach of risk-return evaluation by including a dependence on the
state of the full wind farm. More precisely, our risk-return approach is conditioned to the wind field at
each time-step. It is known that such conditional stochastic approaches allow to tackle the non-stationary
character of wind[2, 12].

The paper is organized as follows. Section 2 describes the used datasets. In Sec. 3 the employed
methodology is introduced, first, the conditional risk-return quotient based on this scalar is defined and
then a scalar observable is derived for quantifying the velocity field taken at specific time instants. In
Sec. 4 we present and explain the results obtained for a wind farm in Portugal and Sec. 5 concludes the

paper.

2. Data: The wind field and total power production

The data analyzed in this manuscript were obtained from a wind park with 80 turbines located in a
mountainous region of Portugal. The data comprise three years of measurements with a ten-minute
sampling time (1.7 x 1073 Hz). They consist of two sets, the wind velocity field observed at each
wind energy converter (WEC) in the farm and the farm’s total power production. It should be noted
that the wind speed is measured by a nacelle anemometer on each WEC and therefore has some
uncertainty associated to it. An equivalent wind speed which is affecting the rotor disk could be derived
(see e.g. Ref.[13]) and used for further analysis. Since previous research successfully used nacelle
anemometer measurements for a similar purpose, namely for reproducing the power output generated
by single turbines and wind farms[14], we also use such nacelle measurements. The velocity field is

represented as a matrix V. € CVW N7 where each entry V,,(t) = (@) (t) + A (t) corresponds to the

velocity vector with z- and y-components v (t) and 17452 (t) at the WEC labelled as n = 1,..., Ny
andtimet=1,..., Np:
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where V;(t) is the velocity at turbine i at time-step ¢. Vertical velocities are always neglected.

Our aim is to estimate the expected power production P(¢+ 7) at a time-lag 7 after the present time ¢,
using the velocity field observations at time ¢ as input. The shape of the wind power curve suggests that
fluctuations in wind speed above the rated wind speed should not result in large wind power fluctuations
for a single turbine. However, we find significant power fluctiations in this regime and therefore do not
neglect those measurements. The methodology is described in the next section.
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3. Methodology and data analysis

This section describes the methodology used for the data analysis. A new conditional risk-return
approach to power production in a wind farm is introduced. It is stressed that any risk measure should
take into account the present “state” of the wind farm. The straightforward way to define this state is
through the full set of wind velocities at a particular time. However, as we stress below, the full wind
field would imply a large amount of data to determine the state of the system. Therefore, instead of the
full velocity field, we define a scalar quantity that is also capable to characterize the state of a spatially
extended system such as a wind farm.

The usual way to define the percentage power return r(t) is[11]

t+ At) — P(t)
P(t)

where At is a fixed time-lag. Having the time series of the returns we can then define the expected
power return by

(t) = 21 , @

7= /OO rp(r(t))dr, 3)

and the associated risk is given by the variance of the expected returns, namely

oo
ar= [ 2ot (®)in @
—00

where p(r(t)) is the probability for having a return r(t) at time ¢.

In both Egs. (3) and (4) the return r considers the total power output in the wind farm. Alternative
choices are possible, e.g. to account only for the power of a subset of all WECs, the ones that represent
the most the power output in the wind farm. An improvement to the power sum of the total or a subset of
WECs would be a weighted sum, but in all cases it would yield an expected value and a variance (risk)
independent of the present wind velocity field.

We propose instead to consider a proper quantity, “quantifying” the wind velocity field, and use it as
condition for computing the expected return and corresponding variance. This state of one wind farm
could be defined as the set of values of the wind velocities at instant . However, since wind farms
typically contain Ny ~ 100 wind turbines, each one with Ny ~ 50 admissible wind speed states
after proper binning[15, 16], the phase space for the wind farm would comprehend approximately 501
possible states.

To overcome this shortcoming, we choose a weighted sum based on the principal component analysis
(PCA) of the wind speed at all the turbines and several time-lags. This weighted sum is truncated at
a given order ¢, and we symbolize it henceforth as S (@) (t) (defined in Eq. (7)), which we introduce as
follows.

The PCA is performed through the eigenvalue decomposition of a matrix constructed from the
covariance matrix of wind velocities. Given a set of time-lags 7 = {y,...,7n.}, for each pair of
turbines ¢ and j, we compute the covariance associated to their wind velocities referenced to given time-
lags 73, 77 € T by

Mir)(jm) = {Cij(r—r) Yig=1,.. N
= {{(Vi(t + ) = (Vilt + 7)) (V;(t + 1) = (V5 +7)))") bij=1,...Nw
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Figure 1: Percentage of total variance expressed by the first 50 eigenvectors (left) and the absolute value
of the components of the eigenvector corresponding to the first eigenvalue (right) of the master matrix
M.

where i,j = 1,..., Ny, l,k = 1,..., N; and () denotes the average over time ¢ and * denotes the
complex conjugate.
Taking 1y, 7, = 1, ..., N, the covariances can be embedded in a master matrix defined as
Maoygo)  Maoygyy -+ Maoygnn)
M o= | Movdo  Maay - My ©
Min-)o) Mnogny -+ Manyng)

which is a symmetric matrix of dimension Ny N, X Ny N..

The master-matrix has two important properties. The first one is the symmetry M;r ()

Mz (ir,)- Notice that (V;(t + 7x)) = ﬁ Zi\fm 41 Vi(t). Therefore, for sufficiently large number
of measures, N > 7;, Vi, we take (V;(t + 7)) = (Vi(t)), Vi. Thus, M(;r,)(jr,) = Mio)(j(r—rs)) =
M (o) (i(ro—m)) = Mz;o)(j(Tk*Tl)) = Mg;'n)(m)' The master-matrix M is therefore symmetric. Notice
however that it can have complex eigenvalues and eigenvectors since V;(¢ + 7) is complex Vi, k. The
second property is that, assuming approximation (V;(t + 7)) = (V;(t)), the master-matrix is Toeplitz
by blocks.

The diagonalization of this covariance matrix allows to compute principal directions which form
the set of components uncorrelated with each other. These directions in phase space are defined by
linear combinations of the wind speed at each single turbine and different time-lags. The principal
directions corresponding to the largest eigenvalues are the ones along which the system fluctuates
strongly. Therefore, selecting from these linear combinations the few ones corresponding to the largest
eigenvalues gives a subset of the most “influent” turbines for the global wind velocity state of the wind
farm.

Figure 1 on the left shows the percentage of the total variance that is expressed by the first m (largest)
eigenvalues of the master matrix. It can be seen that the ten largest eigenvalues already account for
almost 90% of the total variance in the data (check dotted lines in Fig. 1). These facts will be important
below to interpret our results.

Further the principal direction corresponding to the largest eigenvalue alone comprehends already
almost 50% of signal’s variance. Its components are shown on the right of Fig. 1. It can be concluded
that the contribution of the turbines is not equal throughout the park, for instance turbines 54 to 57 have a
high influence, turbines 25 to 42 a comparatively low one. Considering the contributions of the time-lags,
i.e. the influence of information from the past, Fig. 1 shows that the contribution starts out small for zero
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time lag and quickly reaches a plateau. It then decays rapidly for lags larger than one day. This pattern
is especially prominent for turbines with lower contributions.

Figure 2: Subset of the time series of the wind park’s total power output (top), return (middle) and wind
park state S(@ for ¢ = 1,2, 3 (bottom).
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Figure 3: Joint probability density function of the wind park state S*) and the power return r (left) and
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Next, we use the insight provided by a set of eigenvectors ordered according to the magnitude of
their corresponding eigenvalue to define a scalar quantity for characterizing the state of the wind farm.
Namely, we consider the first g eigenvalues A1, ..., \; of M withq = 1,..., Ny N, together with their
corresponding eigenvectors and define the scalar quantity

N N,
HRPY Ej:wi >_kZ1 wis Vit — 7k)
2o Al ’

where w;; describes the j-th component of the eigenvector to the i-th eigenvalue A; and 7 is given in
units of the time increment between successive measurements of the wind speed.
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Figure 4: Conditional returns #(q, 7, S(@(t)) (top), risks Ar(q,,S@(t)) (middle) and risk-return
quotient 7(q, 7, 5D (t))/Ar(q, T, 5@ (t)) (bottom) as a function of the state 5@ for several values of
g=1,...,10and 7 = 1,...,10.

We argue here that S(@) (t) quantifies the wind velocity state of the wind farm at time ¢. Since the
eigenvalues are ordered the first sum in Eq. (7) comprehends the ¢ largest eigenvalues. The other two
sums are in the set of WECs and in (previous) times. Thus, for each choice of WEC j and time-delay
T, the quantity .S uses a weight given by the j-th component of the i-th most influent eigenvector. In
other words, by weighting a sum of velocity measurements across the wind farm and, simultaneously,
at different time-steps, the quantity S(9) incorporates both spatial and temporal information of the wind
speed observed at the wind farm. We call S(9) the state of the wind farm.

Figure 2 (bottom) shows the evolution of S (@ for g = 1,2 and 3 together with the time series of the
wind park’s total power output (top) and the corresponding returns given by Eq. (2) (middle). One can
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observe that adding information from the third largest eigenvalue and its corresponding eigenvector leads
to very small changes in S(9), especially when S(@) is small. Similarly to what was already concluded
when addressing Fig. 1, such similar evolutions indicate that the lowest ¢ values already capture most of
the information in the velocity field, at least relatively to its energy content.

Using S(9), we introduce a conditional risk-return approach, where expected return and risk are given
respectively by

o, 59@) = [ rotra+ iSO @) ®
and -
Br(q, . SDW) = [ (= iPplr(e +7)ISOO)dr ©)

The joint probability density function p(r(t), S()) for both the state S™)(¢) and the total power
output return r(t) is shown in Fig. 3 (left) together with the marginal probability density function for
S() (right). The joint distribution is approximately symmetric around r = 0 and its variance decreases
with the value of S, i.e. the expected variability of the power decreases with the higher intensity of the
wind field.

Both density functions in Fig. 3 are needed for deriving the conditional probability p(r(t +
S (t)) = p(r(t + 1), 5D (t))/p(S@(t)) needed for the computation of the conditional risk-return
measure in Egs. (8) and (9).
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Figure 5: Risk-return diagrams for two different values of S (t). Each circle corresponds to a pair (g,
7). For S (@) (t) = 106.3 the maximum of the risk-return quotient is obtained for ¢4, = 1 and Tya, = 1
(red bullet), for .S (@) = 218.2 however, one obtains the values Qmaz = 10 and Ty, = 4 (blue bullet).

4. Results

Using Egs. (8) and (9), we can now compute the conditional returns #(q,7,S®(t)), risks
Ar(g,7,S(t)) and risk-return ratios #/Ar as a function of the state S9(t), i.e. fixing the values of
q and 7. Results are shown in Fig. 4, where ¢ and r range between 1 and 10. Important to notice here is
that the conditional risk-return ratio varies a lot with ¢ and 7 within a wind farm state S(9)(¢). Therefore,
a possible optimal bidding strategy would be to take into account which values of ¢ and 7 yield the
maximum ratio.
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This sensitivity of the optimal risk-return ration to the state of the wind farm is exemplified in detail
in Fig. 5 for two particular values of S (a) (t): for S (@) = 106.3 the maximum of the risk-return quotient
is obtained for ¢4 = 1 and Ty = 1 (red bullet), for .S (@ = 218.2 however, one obtains the values
Qmaz = 10 and 7,4, = 4 (blue bullet).

Figure 6 shows the time series of optimal values, g,q; and 7,4, for the full range of possible states
observed in the wind farm analyzed in this study.

The values of g,,,4, have values ranging from one up to ten. The lowest values - typically ¢q: = 1,2
or 3 - are attained for very weak winds (small values of S, left side of the spectrum) or for wind gusts
(large values of S, right side of the spectrum). This can be easily explained: the two extreme situations
are the ones for which the wind turbines are more synchronized and therefore most of the variance is
already included in very first eigen-modes, corresponding to the lowest values of ¢y,q,. In the middle
range of the wind speed (and also of the state .S) the wind farm is far more heterogeneous and therefore
higher order eigen-modes are necessary to explain the variability of the power output, yielding larger
values for ¢qz.

As for 7,4, the variability is much stronger, ranging from one up to several hundreds. The values
chosen for 7,4, Were the ones that numerically maximize the absolute value of the risk-return ratio.
Whether for other values of 7 the risk-return ratio for a given state .S is approximately the same needs to
be still investigated.

5. Conclusions and discussion

In this paper we extend the standard portfolio analysis introducing a maximum risk-return ratio
conditioned to the present state of the system and apply it to one wind farm, by taking the observed
wind velocity field into account. For each defined wind farm state, the corresponding optimal risk-return
ratio yields a particular time-lag (7) which gives the best time-horizon to make power output forecasts.

Our results provide evidence that it is sensible to select the prediction horizon depending on the
present state of the wind speed field instead of fixing it, as it is standardly done. Since, as we know,
fixing the time-lag for the forecast, independently of the present state of the wind field, can lead to the
underestimation of the risk levels for a given expected return or to overestimation of the return level for
a given expected risk.

We conjecture that this dependence on the state of the system happens due to the non-stationary and
intermittent character of the wind velocity field[2, 12], not only at one WEC but at the level of the entire
wind park. Therefore, such a procedure can be helpful in other situations dealing with non-stationary
and intermittent sets of data, such as the ones commonly observed in brain research and finance.
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Three important remarks raise from the conclusions of our results. First, the conditional portfolio
approach can be taken to derive other more sophisticated risk measurements, such as the value-at-risk
for the total power output[17].

Second, the time evolution of the state of the wind farm as defined above, while properly reflecting
the physical situation of interest here, could be studied in deeper detail elsewhere, particularly in what
concerns its (non)-stationary character and possible intermittency of its increments in different time-
scales. Depending on the outcome a Langevin approach already successfully applied to power output
and other WEC properties[2, 18], may provide further insight of the evolution of wind farms.

Third, as explained above, the wind speed measurments from the nacelle anemometer have a large
uncertainty which may be causing the variations of the risk-return estimates in Fig. 6. Improvements
in our analysis could be achieved by substituting the nacelle measurements by effective velocity values,
which have less uncertainty. These and other issues will be addressed elsewhere.
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