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Abstract: Using the framework of ITIL best practises, the service managers within CERN-IT 

have engaged into a continuous improvement process, mainly focusing on service operation. 

This implies an explicit effort to understand and improve all service management aspects in 

order to increase efficiency and effectiveness. We will present the requirements, how they were 

addressed and share our experiences. We will describe how we measure, report and use the 

data to continually improve both the processes and the services being provided. The focus is 

not the tool or the process, but the results of the continuous improvement effort from a large 

team of IT experts providing services to thousands of users, supported by the tool and its local 

team. This is not an initiative to address user concerns in the way the services are managed but 

rather an on-going working habit of continually reviewing, analysing and improving the 

service management processes and the services themselves, having in mind the currently 

agreed service levels and whose results also improve the experience of the users about the 

current services. 

1. Introduction

This paper will summarize the effort started 2 years ago by the CERN IT Platform and Engineering 

Services (PES) group to establish a continuous service improvement cycle as part of the service 

management procedures, based on ITIL (Information Technology Infrastructure Library) best 

practices.  

We will describe the motivation for such activity, the processes involved and the early results, 

showing a net reduction of the incidents solved at expert level, and a better understanding of incident 

types. 

2. Background

The Platform and Engineering Services group provides batch, interactive and specialized services to 

the users of the physics and engineering communities at CERN; examples of these services are batch 

and grid services, engineering tools, and version control services.  

The service manager role includes support, consolidation and evolution of the services. The support 

load was substantial and the first goal was to find ways to optimize it, so more time could be dedicated 

to service consolidation and evolution. Measured in terms of tickets, including incident and requests, 

the average is 100 a week for all services, with peaks reaching 160. Even if the number might not 

seem massive, every support ticket introduces an interruption in the daily activity that substantially 

increases the time dedicated to support, reaching more than 50% working time for many services. 
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The support structure consists of 4 levels: 

A 1
st
 level, performed by the CERN-wide Service Desk, responsible for the registration, 

classification and prioritization of incident and request tickets, and applicable to most CERN services.  

A second level, performed by a team called IT Helpdesk, providing a general support for most 

services in the IT department. 

The 3
rd

 level consists of a weekly rota of service managers in the group. 

And the 4
th
 level is the service experts. 

Figure 1: Structure of support levels 

Most services have these 4 levels, and the objective is to structure the support for all of them in this 

way. The exceptions come from tickets reported through mail that go directly to 2
nd

 level, and from 

services where the 2
nd

 level IT helpdesk team has not been introduced yet. 

3. Objectives

The objectives we wanted to achieve with this continuous service improvement activity were several: 

First, to advance in the use of ITIL best practices, and so maximize the profit of the ITIL compliant 

tool (ServiceNow) and processes just introduced at CERN. 

Next was to document and share experts’ knowledge among all the team members, so there are 

always several people able to act on an incident or emergency. 

Another important objective was to give the 2
nd

 level general support team all the material needed 

so they perform they work at their best, well trained and equipped with proper documentation and 

tools. 

And last, the final objective was to decrease the number of incidents through monitoring and 

prevention, and decrease the ticket solution time. 
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4. Implementation

Following the “7-Step Continual Service Improvement” process is a best practice for improving IT 

services. It has the following steps: 

Figure 2: Continual Service Improvement (CSI) Process 

Step 1: Decide what should be measured. The first step was to define what we wanted to 

measure.  

Step 2: Decide what can be measured. For this we needed to take into account how to 

measure it, and what we were able to measure in an easy way. We focused on weekly number 

of open and closed incidents per service, number of open and closed requests per service, 

number and percentage of those solved by each support level, and ticket solution time. 

Step 3: Gather data. The gathering of the data was done with the ServiceNow Reports 

application to create and run custom reports. The reports are periodically run once a week, and 

additionally can be triggered manually at any point in time.  

Step 4: Process data. The data gathered weekly is summarized in a table, where a row is 

added every week. 

Figure 3: weekly statistics table 
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Step 5: Analyse data. To understand and increase the number of tickets solved by the second 

level support team (generic IT helpdesk) we decided to analyse the tickets solved every week, 

to raise and discuss with them the ones that could have been solved by them and weren’t. Very 

soon this task was taking more time, and a weekly IT-PES Service Meeting was established to 

go systematically through all tickets and analyse them with 2
nd

 and 3
rd

 support levels together.  

Step 6: Present the results. In this step we are going to interpret the data gathered, so we can 

later use it to take corrective actions. The results are presented weekly, through the weekly IT-

PES Service Meeting, to the different support teams and service managers, so they know the 

evolution of the support activity for their services. In addition, summaries are also presented 

weekly to the management, and yearly to summarize progress. 

Step 7: Implement corrective actions. The outcome of the weekly IT-PES Service Meetings 

is a list of tasks that are tracked and closely followed up, including documentation, tools to 

automate some routine checks to be used by the second level team or the users directly, 

scheduled tutorials, etc. The meeting lasts a maximum of half an hour, and is the forum to 

exchange information between support teams, and also between services, sharing experience, 

best practices and lessons learnt. In summary, the meeting implements a basic problem 

management flow, where recurrent incidents are identified, analysed, and the required change 

logged and followed up till the end. 

Figure 4: Weekly summary of tickets for Service Meeting 
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After 2 years running the IT-PES service meeting and weekly gathering and analyzing the ticket 

monitoring data, the percentage of tickets solved by the 2
nd

 level team has improved from 25% till 

43%, which means they have solved around 1000 tickets more in the last 2 years. 

There are some fluctuations depending on the week due to the introduction of new services, or of 

major changes or new features in existing services (e.g. change from SL5 to SL6 in batch and 

interactive service) which cause a peak in the number of incidents and where the 2
nd

 level team is not 

trained yet to handled them.  

Additionally, ten tutorials have been given in the last year, and around 50 new FAQs written for the 

different services, as tasks originated in the weekly Service Meeting. 

Figure 5: weekly 2013 ticket statistics 

Once per year, we extract data for each service to see the evolution during the 12 months: number 

of tickets, solution time, support levels involved in solving the tickets. Some manual analysis is also 

done to categorize all tickets, identify the functional areas where most tickets are, and analyse the 

causes. 

Figure 6: Tickets solved by support level for the Twiki service 
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Figure 7: Analysis of ticket category for the Twiki service 

And once an Improvement Process cycle is finished, it will start over again, with the re-definition of 

the goals and associated measurements. 

5. Conclusion

The monitoring of the incident and request management processes is essential for the service support 

area.  

The choice of metrics and the automation of the measurements so they can be quickly extracted and 

analyzed is a first step. The choice of a support structure that allows for knowledge exchange and that 

does only involve experts exceptionally at the end of the chain, is very valuable in most services, even 

on the most complex ones, as there is always place for automation, documentation, and identification 

of routine tasks that can be performed by more general support teams, and that will avoid continuous 

interruptions on experts service managers, which will have more time to consolidate the service and so 

make it more resilient against incidents.  

It is challenging to estimate how much time has been already saved with this initiative, as new services 

have been introduced and so the annual number of tickets did not decrease (3919 in 2011, 4274 in 

2012, and 4485 in 2013). What we have seen is a clear increase of the tickets solved by the 2
nd

 level 

(IT Helpdesk) team, mostly in services where there has been an effort to automate routine tasks (e.g. 

create repositories, grant user access) and to do a close follow up of training and documentation needs. 

When all this is done through a weekly face to face meeting, the communication between the teams 

improves, and so does the information/knowledge exchange between both, and it makes easier the 

adoption of best practices among all services in the group. 

Problem management is an essential piece of the puzzle of continuous service improvement; it is 

important to have a central role to follow it up, with weekly meetings and tracking of the resulting 

changes till the end, so incidents are not repeated over time. 
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