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Abstract. In this paper, a ITO algorithm inspired by ITO stochastic process is proposed for 
Traveling Salesmen Problems (TSP)，so far, many meta-heuristic methods have been 
successfully applied to TSP, however, as a member of them, ITO needs further demonstration 
for TSP. So starting from designing the key operators, which include the move operator, wave 
operator, etc, the method based on ITO for TSP is presented, and moreover, the ITO algorithm 
performance under different parameter sets and the maintenance of population diversity 
information are also studied.  

1.  Introduction 
ITO algorithm is based on Ito stochastic process by simulating the kinetic law of the particles collide 
with each other in imitation of the particle system to design the algorithm and problem solving. It’s a 
new algorithm analyzing the law of motion of the particle from the microscopic point of view, and 
then be proposed through abstraction and simulation methods. ITO algorithm on the one hand reflects 
the characteristics of the population search in biomimetic evolutionary algorithm, and in these 
algorithms the solution is usually represented (encoded) as a particle and a large number of particles 
build up the object processed by ITO algorithm, namely particle system; on the other hand, we use 
ITO process theory to analyze the algorithm, such as use the Ito stochastic integral method to establish 
the dynamic equations of the algorithm, and we usually design two key operators: the move rate and 
the wave rate according to the law of macromolecular movement proposed by Einstein, Langevin as 
well as the law of particle thermal motion, therefore, it contains some characteristics of the simulated 
annealing algorithm, because of which  the proposed algorithm is named [1-4]. In this paper we will 
apply ITO algorithm to the optimization of the TSP problem and we will study the diversity of 
mechanisms in the search process of ITO algorithm.    

2.  ITO algorithm for TSP 
In this section we introduce the idea of ITO algorithm and the operator for TSP in detail, including the 
determination of the particle radius, the move operator, the wave operator and the temperature of the 
annealing environment. 
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2.1.  Process of the algorithm 
Ito process is proposed mainly inpired by the law of thermal motion of particles, likely, we mimic the 
swarm intelligence algorithms, such as genetic algorithms, ant colony optimization, etc. , to map the 
Ito process to an algorithm that can be used to solve the optimization problems. Besides, ITO 
algorithm is also designed to be population-based algorithm. The iterative process is as follows: 
(1) Initialize a population of N particles utilizing some strategies, set relevant parameters of  the 

algorithm; 
(2) Assess the particles in the population; 
(3) If the stop conditions are not met, perform the following loop： 
•	
 Find the best particle and the worst particle in the population; 
•	
 Each particle choose the attractive center (or called the attractor or attractive element, we will 

mix these concepts in the rest of this article) for move operator;  
•	
 Calculate the annealing temperature, the radius of each particle, the move operator and the 

wave operator;  
•	
 Each particle moves in accordance with the move operator;  
•	
 Each particle moves to a new location in accordance with the wave operator;  
• 	
 Evaluate the solution that each particle represents ; 

(4) Output the optimal solution	
  

2.2.   The design of several key factors 
In order to achieve desired results, we need to design a few key factors including the particle radius, 
wave operator, move operator, annealing table and the selection of the maximum intensity and the 
minimum intensity. 

A better approach to design the particle radius is the method based sorting, The radius of each 
particle is calculated as follows: 
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The particle radiuses generated by this method distribute evenly in [rmin, rmax], regardless of the 

objective function value of each particle, this approach makes the algorithm has a strong search 
capabilities even in the late period, therefore it’s more suitable for complex function. 

3.  Parameter sensitivity configuration and population diversity experiment 
There are several parameters in ITO algorithm to be settled when we try to solve TSP problem: the 
number of particles, the upper and lower bounds of wave, the method to select the attractive center, 
annealing strategy, and the method to calculate the radius. 

3.1.  The impact of  the lower and upper bounds in waves  
The wave operator has a decisive influence on the global convergence, and we can prove that when the 
wave lower bound is 0, the algorithm is not convergent, but when the upper bound and lower bound 
take the same value, the wave operator turns into a pure random algorithm. In order to study the 

impact of wave with the upper and lower bounds, we can take max min1 n pγ = − , min max1 n pγ = −  

when design the algorithm, so once we know minp and maxp , we can get minγ and maxγ . We select 3 
values  0.0005, 0.05, 0.5 as the value of minp ,and select 4 values 0.1, 0.4, 0.5, 0.8 as the value of maxp  
we also remove the combinations of minp > maxp .Table 1 are the results of our experiments. 

 
Table 1. Wave operator in the upper and lower bounds for different combinations of four cases, 
Data in the table is the averages of 30 independent runs, the percentage in brackets indicate the 
gap between the average path length and the optimal solution. Bold part is the best result. 

Instance (0.0005, 0.1) (0.0005, 0.4) (0.0005, 0.5) (0.0005, 0.8) 
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Eil51 432.9(1.62%) 433.2(1.69%) 440.6(3.43%) 437.6(2.72%) 
KroA100 21846.9(2.65%) 21732.3(2.12%) 21926.9(3.03%) 21880.1(2.81%) 

D198 16944.5(7.38%) 16872.5(6.92%) 16630.5(5.39%) 16934.5(7.32%) 
Lin318 43007.4(2.33%) 43239.7(2.88%) 43843.5(4.32%) 42994.9(2.30%) 
Instance (0.005, 0.1) (0.005, 0.4) (0.005, 0.5) (0.005, 0.8) 

Eil51 438.5(2.93%) 441.7(3.69%) 429.3(0.77%) 426.9(0.21%) 
KroA100 21997.5(3.36%) 21799.5(2.43%) 21803.6(2.45%) 21808.9(2.48%) 

D198 16795.5(6.43%) 16666.5(5.62%) 16120.5(2.16%) 15839.5(0.0%) 
Lin318 42901.5(2.08%) 42798.4(1.83%) 42321.2(0.70%) 42029.0(0.0%) 
Instance (0.05, 0.1) (0.05, 0.4) (0.05, 0.5) (0.05, 0.8) 

Eil51 429.6(0.85%) 438.1(2.84%) 439.2(3.10%) 441.4(3.62%) 
KroA100 21285.0(0.0%) 21983.3(3.30%) 21983.3(3.30%) 21996.7(3.36%) 

D198 16064.5(1.80%) 17091.5(8.31%) 17091.5(8.31%) 17326.5(9.80%) 
Lin318 43108.9(2.57%) 44089.4(4.90%) 44089.4(4.90%) 44331.8(5.48%) 

 
It can be seen from Table 1 that three of the four instances obtained the best computing 

performance in the combination of (0.005, 0.8) , and the instance KroA100 obtained best computing 
performance in the combination of (0.05, 0.1). On the whole, regardless of the combination type, the 
performance of the algorithm are quite good, the gap between the worst results of the calculation and 
the optimal solution is relatively small. Compared to MMAS, the solution quality of the algorithm is 
not ideal, but to the general AS, GA and PSO algorithm, the solution quality has been greatly 
improved and showed certain stability. 

3.2.  The  local move strategy and global move strategy 
Local move strategy utilizes the optimal solution in each particle iteration trajectory as the attractive 
center and it is initially set to the optimal solution in the population. ITO algorithm using this strategy 
is abbreviated as ITOles. Global move strategy employ the optimal solution in the population as the 
attractive center, ITO algorithm using this strategy is abbreviated as ITOges. In a certain sense, the 
attractor of each particle with the local move strategy may not be the same; hence the diversity of the 
algorithm can be guaranteed better than the global move strategy. 

3.3.  The measurement and analysis of the diversity of the population  
We mainly study the diversity of the ITO algorithm retention mechanism, that is, we will test that 
whether the algorithm keeps diverse in the whole iterative process or not. Here we use two diversity 
measures: one is based on connection matrix, another is based on information entropy. 

As can be seen from Table 2, the population diversity of each algorithm is lager when the 
algorithm is in the initialization after 100 generations or when the algorithm terminates, regardless of 
using connection matrix or information entropy, besides, the common trend is as the iteration depth 
increasing, the diversity of the population became lower, but reduced marginally. At the same time, 
we can observe the four computing instance using ITOles algorithm possess higher diversity than that 
using ITOges algorithm. 

Table 2. The statistical results of diversity difference   
Instance 
Criterion 

Start(ITOles) 
D(P) 

100th(ITOles) 
H(P) 

terminate(ITOles) 
D(P) 

(ITOges) 
D(P) 

100th(ITOges) 
H(P) 

Terminate(ITOges) 
D(P) 

Eil51 0.559 0.354 0.531 0.351 0.515 0.308 
KroA100 0.620 0.210 0.601 0.202 0.593 0.197 

D198 0.691 0.299 0.645 0.276 0.630 0.266 
Lin318 0.663 0.301 0.639 0.299 0.622 0.298 
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4.  The experimental results and analysis 
This section we study the performance of ITO algorithms for TSP, mainly from two aspects to design 
the experiment, one is comparative experiment using different algorithms, and the other is to increase 
the performance of the algorithm using local search technique. 

4.1.  The comparative experiment using different algorithms 
As a meta-heuristic algorithm, the heuristic algorithms we compare for TSP problem are as follows: 
MMAS, ACS, AS, DPX-GA and PSO algorithm [5-15]. Among these algorithms, the experimental 
data of MMAS ACO, AS comes from [16], the experimental data of DPX-GA come from [17], the 
experimental data of PSO algorithm and the algorithm proposed in this paper is obtained by our 
programming and the parameter settings of the population size and the instance size should match: 
local learning rate cl = 0.8, global learning rate c2 = 0.6, use log function to convert the continuous 
variables between [0, 1], then reverse the gene locus in accordance with the probability; Shutdown 
condition is for 20 consecutive generation algorithm does not improve. The parameter settings of ITO 
algorithm: the number of particles matches the size of the instance and shutdown condition is that for 
20 consecutive generation algorithm does not improve, the method for calculating the particle radius is 
the linear transformation and minp  = 0.005, maxp  = 0.8.  

Table 3 is result of different algorithms. We can see from the table, ITOges algorithm outperforms 
the others as for the calculation results, but the performance of these algorithms is not significantly 
different in all calculations instance, PSO algorithm has the worst performance, followed by the ACS 
and AS; the algorithm ITOges has the best performance in these comparison algorithms. As a generic 
algorithm, the computational performance of the ITOges algorithm is competitive and the algorithm 
improvements are worthy of further study. 

 
Table 3. The The average results for different algorithms, each  run 30 times independently, 
The number in bold face shows the best results. 

Instance MMAS ACS AS DPX-GA PSO ITOges 
Eil51 427.6 428.1 437.3 428.5 498.2 426.9 

kroA100 21320.3 21420.0 22471.4 21285 21993.5 21285 
D198 15972.5 16054.0 16702.1 15839.5 16049.7 15939.5 

Lin318 42029.0 0 0 42605.3 49385.1 42029.0 
Eil51 427.6 428.1 437.3 428.5 498.2 426.9 

5.  Conclusion 
In this paper we studied how ITO algorithm is used in solving TSP problem and discussed the design 
and parameter settings of ITO algorithm, including the move operator design, the wave operator 
design, the calculation of the particle radius, the method to select the attractive center and so on. In 
this paper, we studied the performance of the algorithm and the diversity of the population information 
in the case of different parameter values, and preliminary experimental results show that the ITO 
algorithm for solving the symmetric TSP problem with a certain degree of competitiveness. In this 
paper, we can see that ITO algorithm performs better than several other of the set when the wave 
operator mapping range is set to (0.005, 0.8). 
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