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Abstract. The aim of this work is to develop an artificial neural network (ANN) based model
for accurately predicting the daily global solar irradiation in the city of Fez. The potential of the
developed model is verified and appraised through the local collected database for the period
2009-2015 from the radiometric station of the Faculty of Sciences and Technology of Fez. The
obtained model is MLP with feed forward back-propagation algorithm containing three input
parameters and a single hidden layer with nine neurons. Coefficient of determination R2, the
mean absolute percentage error MAPE and the relative root mean square error RRMSE are
respectively equal to 97.16%, 21.77% and 18.79%.

1. Introduction
Reliable knowledge of solar irradiation is very important for the design and deployment of solar
energy systems [1, 2]. Since it is difficult to obtain measurements of solar irradiation and its
components from most meteorological stations, several models have been developed to estimate
these necessary data.
ANNs has been shown to be more suitable to predict solar irradiation than other empirical
models [3]. In particular, the prediction of daily solar irradiation with ANN’s has been developed
in the last two decades. Recently, in the work of Chiteka and al. [4], altitude, latitude, longitude,
clearness index, average temperature, humidity and pressure have been used as input parameters.
Other authors used sunshine duration with commonly used parameters [5, 6]. Some additional
inputs were considered for estimation like the amount of suspended particulate matters [7].
In this paper, we try to develop an ANN-based model using the most commonly accessible
parameters in meteorological stations: relative humidity, temperature, solar irradiation on the
top of the atmosphere and so on. Our second contribution is to study the relevance of the
aforementioned input parameters individually and combined. Afterwards, we will evaluate the
feasibility of the incremental combination method and test the best model using different number
of neurons in the hidden layer.
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Nomenclature
Gs Global solar irradiation (Wh/m2) S∆T Square temperature (◦C)
ANN ANN Artificial Neural Networks Rhmax Maximum daily relative humidity (%)
MLP Multi-Layers Perceptron Rhmin Minimum daily relative humidity (%)
N Number of hidden neurons MAPE Mean absolute percentage error (%)
Rhmoy Mean relative humidity (%) RRMSE Relative root mean square error (%)
WS Wind speed (m/s) R2 Coefficient of determination (%)
WD Wind direction (◦) Dy Day of the year
Rf Rainfall (mm) Tmax Maximum daily Temperature (◦C)
SA Solar altitude angle (◦) Tmin Minimum daily Temperature (◦C)
∆T Difference between daily maximum Gtoa Solar irradiation at the top of

and minimum temperatures (◦C) the top of the atmosphere (Wh/m2)

This paper is organized as follows: the second section is dedicated to the presentation of the
site and the used database followed by our ANN model description. Section 4 deals with the
selection of the input parameters. Section 5 and 6 present the selection of the ANN architecture
and concluding remarks.

2. Site and Database
In this study, the measurement of global horizontal solar irradiation at ground surface and other
meteorological parameters was performed by a radiometric station placed on the roof of the
Faculty of Sciences and Technology building at sidi Mohamed Ben Abdellah University, Fez,
Morocco (latitude 33◦ 56’ N, longitude 4◦ 59’ W, altitude 579 m). The device collecting the
solar data used in this work is a Kip & Zonen model CM-11 pyranometer. For measuring the
precipitation, we use the rain gauge while air temperature and relative humidity was measured by
means of a thermohygrometer. The wind speed and direction are measured with an anemometer.
The measured data between the years 2009 and 2015 were used with 75% for model training
and 25% for testing. Before applying our model, a quality control procedure was performed on
dataset [8].

3. ANN model description
In this work, a multilayer perceptron (MLP) using Levenberg-Marquardt back-propagation
training algorithm with one hidden layer is used for modelling daily values of global solar
irradiation on a horizontal surface in the city of Fez.
Hyperbolic tangent and linear functions were used as activation functions in the hidden and
output layers respectively. To evaluate the ANN prediction performance, many well-known
prediction accuracy indices are adopted in the literature [9]. In this work, we use the coefficient
of determination R2, the mean absolute percentage error MAPE and the relative root mean
square error RRMSE defined in [9, 10].

4. Selection of input parameters
In this section, we start by assessing the relevance of each input of our model. Then, we adopt
an incremental method by adding progressively the most relevant inputs obtained in the first
step in order to show the impact of these combinations on the accuracy of our prediction model.
After that, we explore other combinations in order to evaluate the feasibility of the incremental
method: the aim is to find the best combinations. In all these experimented models we used an
ANN with 5 nodes in the hidden layer. Finally, the best obtained combination is tested using
different number of hidden neurons. In this study, we use only one hidden layer which allows
achieving several runs for each combination of inputs and hidden neurons within an acceptable
time.
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Table 1: Individual input parameters performances obtained for the test daily dataset on 10
runs.

Input
variables

Performance indicators
R2 (%) MAPE (%) RRMSE (%)

Gtoa 93.01 45.72 28.26
Tmax 92.72 39.15 28.40
SA 92.45 100.62 24.98
Rhmin 91.80 36.63 30.84
∆T 89.46 39.16 34.85
Rhmoy 89.28 94.26 28.15
S∆T 89.15 40.06 35.40
Rhmax 87.57 65.51 36.34
Tmin 87.05 39.55 32.21
Rf 85.21 54.62 40.12
WS 81.77 72.84 43.67
WD 77.62 92.41 47.82

4.1. Individual input parameters performances
The input parameters selection is the first step in developing our ANN model. The measured
and calculated input data are: temperature, minimum temperature, maximum temperature,
relative humidity, minimum relative humidity, maximum relative humidity, solar altitude angle,
solar irradiation at the top of the atmosphere, rainfall, wind speed, wind direction and day
of the year. In the variable selection process, we choose to evaluate individually the average
performance of each input variable for 10 runs to avoid random effects because of the initial
weight selection and to ensure the reliability of the prediction model [11]. Table 1 summarizes
the obtained performance indicators for the test dataset ranked in deceasing order.

4.2. Incremental combination of input parameters
In order to take into account the effect of each input variable evaluated individually in Table
1, we suggest an incremental method by combining progressively the inputs regarding their
individual performances. Six combinations of input parameters were developed and dressed in
Table 2. From Table 2, it can be noted that the addition of input parameters with the best

Table 2: Average performances of the incremental combinations of input parameters obtained
for the daily dataset test on 10 runs.

Combinations
Performance indicators

R2 (%) MAPE (%) RRMSE (%)
Gtoa, Tmax 95.89 31.45 22.01
Gtoa, Tmax, SA 95.65 30.98 22.92
Gtoa, Tmax, SA, Rhmin 95.99 24.55 22.11
Gtoa, Tmax, SA, Rhmin, Rf 95.56 24.84 23.42
Gtoa, Tmax, SA, Rhmin, WS 95.70 30.75 22.89
Gtoa, Tmax, SA, Rhmin, WD 92.90 29.55 26.25

performances, taken individually, does not necessarily improve the global performance of our
model.
Moreover, it is clearly shown in this Table that increasing the number of input parameters
does not automatically increase the performances of the ANN model: we obtain, for example,
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Table 3: Average statistical indicators obtained with various combinations of inputs for the test
dataset on 10 runs.

Combinations Performance indicators
∆T Rhmoy SA Gtoa Tmax Tmin Dy Rhmax Rhmin S∆T WS WD R2 (%) MAPE (%) RRMSE (%)

X X 95.69 31.83 22.55
X X X 96.77 22.73 19.99
X X X X 96.79 22.31 20.01
X X X 96.98 21.22 19.35

X X X 97.02 21.18 19.31
X X X 96.79 22.53 19.93

X X X X X 96.68 22.04 20.36
X X X X 94.57 27.60 25.53
X X X X X 96.68 22.04 20.36

X X X 96.46 23.77 21.02
X X X X 96.64 20.47 22.78

X X X X 96.37 24.93 21.30
X X X X 96.95 22.98 19.41
X X X X 96.74 22.25 20.05
X X X X X 96.87 23.69 19.78
X X X X 96.95 22.98 19.41

comparable performances with two and five input parameters presented in the first and third
raw respectively.

4.3. Choice of the best combination of input parameters
The remaining of the experimental tests aims to explore other combination possibilities even
with input parameters having lower performances as reported in Table 1. Table 3 shows the
experimental results for different combinations. As for the other results the average performances
are obtained on 10 runs. Table 3 shows that the best combination is obtained using S∆T , Gtoa

and Rhmoy as inputs, with R2= 97.02%, RRMSE =19.31% and MAPE of 21.18%. Another
good combination is given by the inputs (∆T , SA, Rhmoy) with very similar performances, even
if the corresponding input parameters are not relevant individually.

5. Selection of the number of neurons in the hidden layer
In this section, the best previously obtained combination is tested with different numbers of
neurons in the hidden layer in order to find the best architecture for our model. Table 4 and
Figure 1 show the corresponding results.

Table 4: Average statistical indicators obtained with various combinations of inputs for the test
dataset on 10 runs.

N R2 (%) MAPE (%) RRMSE (%) N R2 (%) MAPE (%) RRMSE (%)
1 96.41 23.30 21.06 11 96.67 22.28 20.25
2 96.73 21.50 20.17 12 96.67 22.28 20.25
3 96.84 22.53 19.75 13 96.45 24.29 21.00
4 96.81 22.22 19.75 14 96.08 25.56 22.10
5 97.02 21.18 19.31 15 96.02 23.93 22.28
6 96.98 21.32 19.30 16 96.20 23.65 21.86
7 96.93 21.55 19.51 17 96.39 24.48 21.19
8 96.63 23.37 20.47 18 96.31 25.16 21.33
9 97.16 21.77 18.79 19 96.49 22.79 20.94
10 96.51 22.66 20.78 20 96.51 23.43 20.84
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Figure 1: Coefficient of determination of the selected ANN model with different number of
neurons in the hidden layer

Estimated Gs train dataset (wh/m²/day)

1000 2000 3000 4000 5000 6000 7000 8000

E
s

ti
m

a
te

d
 G

s
 t

ra
in

 d
a

ta
s

e
t 

(w
h

/m
²/

d
a

y
)

1000

2000

3000

4000

5000

6000

7000

8000

R²=98.42%

Data

Fit

Y = T

(a)

Estimated Gs test dataset (wh/m²/day)
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Figure 2: Predicted versus measured daily global irradiation values for our model for (a) training
dataset and (b) test dataset.

Figure 2 shows the predicted values of our model with 9 neurons in the hidden layer versus the
measured values. It indicates good agreement between measured and estimated values.
The results show that the suitable configuration for our model contains 9 neurons in the hidden
layer. This configuration gives as performance 97.16% , 18.79% and 21.77% for R2 , RRMSE
and MAPE respectively.
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6. Conclusion
This study shows the results of an effort to predict the daily global solar irradiation according
to measured values such as relative humidity, temperature and solar irradiation at the top of the
atmosphere which are commonly accessible parameters in the meteorological stations. During
this work, we have studied the relevance of the input parameters individually and explored the
feasibility of the incremental method. Finally, we have tested the effect of hidden neurons on
the performances of our model.
An important outlook for this study is to propose a methodology for automatically determining
the relevance of input parameters to enhance the overall performances of the ANN model.
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