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Abstract: Focused on the issue that in the latter part of training the recognition accuracy of 

convolutional neural network increased slowly and the training process was time-consuming, a 

reinforcement learning error training samples and error prone training samples CNN recogni-

tion algorithm was proposed. The algorithm uses the advantage that the network error rate de-

creases rapidly in the initial epochs of training. In the initial stage of training, reduce the train-

ing epochs and after each training, error training samples and error prone training samples are 

updated to the training set. Apply this algorithm to vehicle recognition. The accuracy of the 

experiment was 98.33%, and the training time was shortened to 30.97% of the original algo-

rithm. Experimental results show that in the process of training learning error samples and er-

ror prone samples repeatedly improves the recognition accuracy and reduces the training time 

of CNN. 

1. Introduction 

In recent years, depth learning theory has developed rapidly, which is different from the traditional 

feature extraction algorithm which relies on prior knowledge. Depth neural network can construct 

feature description adaptively under the driving of training data, so it has higher flexibility and uni-

versality. Convolutional Neural Network (CNN), as a kind of deep learning model, it is an efficient 

recognition method developed in recent years. Convolutional neural networks reduce the computa-

tional complexity of the network through local area sensing, weight sharing and subsampling [1] to 

reduce the parameters that the network needs to learn. The training process of CNN requires a large 

number of labeled samples, the convergence rate is slow and the time complexity is high. In addition, 

the cost of sample tagging is also very high. Therefore, the literature [2] used GPU to accelerate the 

training and testing of CNN. Sun Yanfeng et al. [3] proposed a deep learning algorithm based on 

Fisher criterion to solve the problem of degraded performance when the number of iterations is re-

duced. Literature [4] proposed a periodic CNN network to integrate the input information to im-

prove the recognition accuracy. 

As an important part of intelligent transportation, vehicle recognition has attracted people's atten-

tion in recent years. Munroe [5] extracted the global features representing the edges in the region of 

interest of the image and classified the models using the K nearest neighbor algorithm. Literature [6] 

combined local information and global information to classify vehicle images. Pearce and Nick 

Pears [7] proposed a vehicle identification method based on Harris corner. Bailing Zhang [8] used 

Gabor transform and hierarchical gradient histogram features to train integrated cascade classifiers 

with rejecting options for vehicle type recognition. The above method used artificial features, lack 

of expressiveness, low recognition accuracy. The reference [8] achieved high recognition accuracy, 
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but it was calculated based on the removal of some uncertain samples. 

In this paper, a method of CNN recognition for reinforcement learning error samples and er-

ror-prone samples is proposed. Taking advantage of the characteristics of rapid increase in the 

recognition rate at the beginning of training, the number of training samples is reduced properly at 

the early stage of training, and the identification samples and error-prone samples are constantly 

updated to the training set. The CNN recognition algorithm is applied to the fine recognition of ve-

hicle brands and models. The experimental results show that the proposed method can effectively 

shorten the training time and improve the recognition accuracy. 

2. Convolution neural network 

The typical network structure of a convolutional neural network is shown in Figure 1, generally in-

cluding input layer, several convolution layers and pool layer, full connection layer, classifier. The 

convolution layer preserves different local features, and the extracted features are rotation-invariant 

and translational invariant. The pool layer samples the features obtained from the convolution layer, 

which makes the extracted features more robust to the small deformation and simplifies the output 

of the convolution layer. The average value pool, maximum value pool, random pool and so on are 

generally used. The output layer classifies by using the feature vectors we have learned before, and 

the classifier selects the classifier according to different problems. Commonly used are Softmax, 

Support Vector Machine (SVM), etc. 
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Figure 1. The structure of CNN 

Traditional CNN only uses top-level information for classification, which cannot well represent 

the input image. The fine identification of vehicle brands and models needs to extract more expres-

sive features. The thermal convolutional neural network  [9] uses the local information of the lower 

layer and the global information of the upper layer to represent the input image, making the features 

more expressive. The structure is shown in Figure 2. The pool layer S2 connection in Fig. 2 is dif-

ferent from Fig. 1. A part of S2 is transformed into a feature vector, a part of it is input to the next 

level of convolution layer, and then the convolution calculation is carried out, and then the eigen-

vector is obtained after passing through the pool layer S3. The feature vectors of two parts together 

form the feature representation of the image. 
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Figure 2. The structure of layer-skipping CNN 

 
The training process of convolution neural network is a supervised learning process, which in-

cludes the forward propagation stage and the back propagation stage. In the forward propagation 

stage, the training samples are input into the network to calculate the actual output of the network. 

The error between the actual output and the ideal output is calculated in the backpropagation stage, 

and the parameters are adjusted by the back-propagation algorithm and the stochastic gradient de-

scent method to optimize the network and make the network adjust to the global optimal direction. 

3. CNN recognition algorithm based on reinforcement Learning error sample and Er-

ror-prone sample 

In the initial training of convolutional neural network, the error rate of network recognition de-

creases rapidly, but with the increase of training times, the error rate decreases slowly. When the 

training reaches a certain number of times, the accuracy rate remains basically unchanged, even if 

the training times are increased, it is difficult to increase the accuracy rate. 

As shown in Fig. 3, Fig. 3 shows the relationship between the number of training times and the 

recognition accuracy when a leapfrog CNN is trained on a vehicle identification data set using a tra-

ditional training algorithm. From Figure 3, we can see that the number of iterations is less than 

20:00, and the accuracy rate increases gradually with the number of iterations rising in a straight line 

after 20 times. When the number of times of training reaches 60 times, with the number of times of 

training increasing greatly, there's only a slight change in accuracy. 
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Figure 3. The relationship between the epochs of layer-skipping CNN and recognition accuracy 

When people learn new knowledge, it takes different time to understand and master different 

knowledge because of the different degree of difficulty of knowledge. Easy knowledge can be mas-

tered quickly, hard to understand knowledge needs to be consolidated many times, draw from one 

another. Inspired by the human learning process, this paper presents a CNN recognition algorithm 

for reinforcement learning error samples and error-prone samples, taking advantage of the rapid re-

duction of the initial error rate in the training of convolutional neural networks. At the beginning of 

the training, the training frequency of samples is reduced appropriately, and the samples that identify 

errors and the samples that are prone to errors are updated to the training set to strengthen the train-

ing at the same time. Further improve the accuracy of recognition, reduce the training time. 

3.1Definition of error and error-prone samples 

Error samples and error-prone samples are just like the knowledge difficult to master in human 

learning. Through learning from one another, multiple learning can play a better learning effect. 

First, we define the error sample and the error-prone sample. The error sample is the sample which 

is different from the label after the recognition of convolution neural network. The error-prone sam-

ple is the same as the label, but the network output is less than a threshold. 

For example, in vehicle recognition, if a car image is a Volkswagen speed, after recognition, the 

network determines that it is Audi, then this sample is the wrong sample; If the vehicle is identified 

as mass speed, but the output value of the network is less than the set threshold, such as the thresh-

old of 0.8, the network output is 0.7, indicating that the network recognition result of the sample 

cannot reach a high degree of certainty, this kind of sample is an error-prone sample. 

3.2 CNN recognition algorithm for reinforcement learning error samples and error-prone samples 

The CNN recognition algorithms based on reinforcement learning error samples and error-prone 

samples are as follows: 

 The data set is divided into three parts, the test set 1T , the data set to be identified 2T  and the 

training setV . The training set V is used to train the convolutional neural network, the test 

set is 2T used to test the effect of the initial training network, and the training set V is ad-

justed. The data set 1T to be identified is a sample to be identified. 

 At the beginning of the training, the image of the training set V is taken as the input of the 

CNN, and a CNN model is obtained for each training process. 
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 Test the CNN model with 2T . Find out the number of general training sessions that end at the 

beginning of the training and stop training. 

 The wrong samples and error-prone samples are selected from the test results. The training 

samples are scaled and rotated and updated to the training set to get the new training set  
'V . 

 Using a new training set, repeat (2)~(4) continue to update to 
'V enable the network to learn 

more information. 

 When the recognition accuracy reaches a certain requirement, stop training. The image of the 

data set 1T
 to be identified is input into the network trained by the previous steps, and the 

recognition result is obtained. 

This method takes advantage of the rapid reduction of the error rate in the initial training of con-

volution neural network, and only carries out a small number of times of training to the network, 

saves the training time, and adjusts the training set. The accuracy of network recognition is im-

proved by learning error samples and error-prone samples many times. 

4. Experiment 

The experiment is carried out in i52.67GHz processor and 6GB memory environment, and is com-

pleted with Matlab software. 

4.1 Data sets 

The vehicle brands and models used in the experiment contain 3180 images, of which 300 images are 

to be identified and 290 images are included in the test data set. The training set contains 2, 590 pic-

tures, covering 15 categories of vehicles from 10 brands. Audi, BMW and Benz(2 Types), Peugeot(2 

Types)Buick(2 Types), The public(2 Types)Toyota, Ford, Geely, Hyundai(2 Types)。 

The face image shows all parts of the edge of the tire up to the edge of the lamp. The image is 

normalized to pixel, and the image is processed as a gray image. 

4.2 Network structure and parameter setting 

Grayscale car face picture as the input of the network, the size of the picture is. Convolution layer C1 

layer and C2 layer convolution kernel size are, the number of characteristic graphs is respectively 12 

and 24. The size of the C3 layer convolution kernel is 36.The pool zone of the pool layer is the pool 

layer. The learning rate was set to 0.1. 

4.3 Experimental results and analysis 

The following experiments were performed on the above data sets: (1) The training algorithm of this 

paper is applied to the fine identification of vehicle brands and models; (2) Histogram of Oriented 

Gradient (HOG) + SVM is applied to vehicle model recognition and is compared with experiment (1) 

In the recognition of the results were compared. 

 The CNN recognition algorithm for reinforcement learning error samples and error-prone sam-

ples proposed in this paper is applied to vehicle recognition. First, set samples with output val-

ues less than 0.5 as error-prone samples. In the experiment, first with the training set of net-

work training 20 times, set test, the accuracy rate was 90.33%, find the error and error prone 

sample, update the training set, and then training 40 times to set test, the accuracy rate was 

99.66%, achieved high accuracy, stop training, training a total of 60 times. Finally, the trained 

network is used to classify test sets, and 5 images are identified for 300 images, and the accu-

racy of vehicle recognition is 98.33%. 

 Experiments were carried out by direct training of the cline CNN network and the HOG+SVM 

method respectively.(1)The results of the recognition are compared, as shown in Table 1.Table 

1 shows that the recognition accuracy of this algorithm is much higher than that of direct train-

ing method and artificial feature extraction algorithm. 
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Table 1. Experimental results of different recognition algorithm 

Experimental 

method 

Algorithm 

in this paper 

Direct 

training 

method 

HOG+SVM  

Type of car Error recognition number 

Audi 0  0  16  

BMW 0  1  0  

Mercedes Benz 

C system 

0  2  10  

Mercedes Benz 

S system 

0  3  0  

Peugeot 301 0  2  12  

Peugeot 308S 0  0  0  

Buick Weilang 0  0  3  

Buick Hideo 0  1  13  

Volkswagen 

Passat 

0  1  0  

Volkswagen 

Sagitar 

0  2  15  

Toyota 1  1  4  

Ford 1  1  0  

Auspicious 1  5  18  

Modern 

movement 

2  2  0  

Hyundai 0  1  5  

Total 5  22  96  

accuracy rate 98.33%  92.67%  68%  

 
Table 2 shows the comparison between the improved algorithm and the direct training method in 

training time and recognition accuracy. As shown in Table 2, the improved training method was 

trained 60 times, 300 test picture recognition errors, and the recognition accuracy of 98.33%.The 

training time was 3.10h for 60 times. The accuracy rate of the direct training network is 92.67%, and 

the time of sharing is 10.01h, and the time is shortened to 30.97%. 

 
Table 2. Comparison between the training algorithm in this paper and the direct training algorithm 

 This 

paper 

method 

Direct 

training 

method 

Training times / times 60  200  

Training time /h 3.10  10.01  

Error recognition number 5  22  

Recognition accuracy 98.33%  92.67%  

 

5 Conclusion 

In this paper, the CNN recognition algorithm for reinforcement learning errors and error-prone sam-

ples is proposed and applied to the fine vehicle recognition of vehicle brands and models. The recog-

nition accuracy of the algorithm is obviously better than that of the traditional convolution neural net-

work and the artificial feature extraction method, ant the training time is shortened. However, due to 



7

1234567890 ‘’“”

2018 2nd International Workshop on Renewable Energy and Development (IWRED 2018) IOP Publishing

IOP Conf. Series: Earth and Environmental Science 153 (2018) 032052  doi :10.1088/1755-1315/153/3/032052

the limitation of the type of vehicle and the number of samples used in the experiment, it has a certain 

impact on the experimental results. Therefore, the next step is to expand the sample types and the 

number of samples. 
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