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Abstract. Aiming at the non-linearity and large inertia of temperature control in PV/T system, 

short-term temperature prediction of PV/T module is proposed, to make the PV/T system 

controller run forward according to the short-term forecasting situation to optimize control 

effect. Based on the analysis of the correlation between PV/T module temperature and 

meteorological factors, and the temperature of adjacent time series, the principal component 

analysis (PCA) method is used to pre-process the original input sample data. Combined with 

the RBF neural network theory, the simulation results show that the PCA method makes the 

prediction accuracy of the network model higher and the generalization performance stronger 

than that of the RBF neural network without the main component extraction. 

1.  Introduction 

Conversion efficiency of PV module is relatively low, usually 10% to 20%, and high PV module 

temperature will lead to further reduce the electrical efficiency [1]. The maximum temperature of the 

PV module is about 80 ℃ in the sunny weather in Nanning area of Guangxi (north latitude 22°50', east 

longitude 108°17'). In order to reduce the PV module temperature, improve the efficiency of power 

generation and recover the heat generated by the PV module, a photovoltaic-thermal(PV/T) system, 

which combines solar power generation and heat utilization, has become a research hotspot [2-3]. 

PV/T module temperature changes with the weather, showing significant volatility and 

intermittence. Through the temperature short-term prediction, control decisions can be made in 

advance, to optimize the control effect. There are two main ways to predict the temperature of PV/T 

module [4]. The first is to analyze the heat generation mechanism of the module and model the 

mechanism of heat production. As the module temperature is affected by complex environmental 

factors
 
[5], making it difficult to model the heat generation mechanism, so the method is not practical. 

The second is the direct prediction by analyzing historical data and weather forecast data, which is 

widely used. In the literature [6], the correlation between PV module temperature and meteorological 

factors is established, and the regression analysis and prediction model is established. The method is 

only suitable for the rough calculation of PV module temperature in specific environment. In the 

literature [7], the back-propagation (BP) neural network is used to train the historical data to establish 

the forecasting model. Because the model does not consider the meteorological factors, the forecasting 

model is also limited. In this paper, the data preprocessing method and the prediction algorithm are 
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used to improve the prediction effect. The commonly used data preprocessing methods are data 

normalization, principal component analysis [8], wavelet decomposition [9] and so on. 

Principal component analysis (PCA) is a statistical analysis method to transform high-dimensional 

complex correlation inputs into low dimension and weakly related inputs with the main information 

components [10]. With extracting the main data information components, ignoring the secondary 

components, the complex data can be made concise and clear and the data characteristics are more 

prominent [11], so as to improve the prediction accuracy. 

2.  PV/T system 

Figure.1 shows the structure of the flat-type monocrystalline silicon PV/T module used in this study. It 

is mainly composed of monocrystalline silicon photovoltaic cells, copper pipe, insulator and so on. 

The heat absorbed by the PV module is stored by the insulator and taken away by cold water through 

the heat conduction copper tube. Figure. 2 is the PV/T system diagram, including the PV/T module, 

pumps, frequency converter, water tanks, and so on. According to environmental information and PV 

module temperature, the pump speed can be adjusted by control algorithm generated by the computer.  

 

3.  Basic principle of PCA  

Assuming that there are m sets of research data, each of which contains n variables, constituting a 

    matrices. 

Step1: Data normalization. Due to the difference between different types of variables will bring a 

lot of error, the original variable is required to be standardized, and then the standardized input matrix

m n
X  is obtained as follows. 
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  Figure 1. PV/T module structure. 

Figure 2. PV/T system diagram. 
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Step3: Obtain the eigenvalues 1 2,
n

   of the covariance matrix R and the corresponding 

eigenvectors 1 2[ , , , ]T

pe e e . 

Step4: Determine the number of principal components. Variance contribution rate and cumulative 

variance contribution rate can be obtained using 
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Usually, when the cumulative variance contribution rate is greater than 85%, the principal 

component will contain the main information of the original variable.  

Step5: The principal component expression is 

Y EX                                                         (4) 
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Where: E is the eigenvector matrix of the principal component, X is the principal component 

extracted from the original input variable. 

4.  Model implementation 

4.1.  Influence factors of PV/T module temperature 

The module is placed in the south direction and placed at an angle of 22°, in Nanning area of Guangxi 

(north latitude 22°50', east longitude 108°17'). The meteorological data are collected through the 

campus weather station, including solar irradiance (  ), ambient temperature (   ), ambient humidity 

(   ), wind speed (  ),wind direction (  ).This paper firstly analyzes the correlation between PV/T 

module temperature and each meteorological factor, and then, analyzes the autocorrelation in time 

series. Two time series data of       、       are selected to analyze the autocorrelation. The 

correlation coefficient r is calculated as follows: 
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Where , ( (1, ))
i i

x y R i n   x is the mean value of i
x , y is the mean value of i

y . 

Table 1. Correlation between influence factors and PV/T temperature. 

                                      

     0.89      0.99     0.93  0.63  0.59  0.11  0.12 

As can be seen from table 1, the self-correlation of PV/T module temperature is very strong. The 

correlation between the PV/T module temperature and the irradiation temperature, the ambient 

temperature, the ambient humidity, the wind speed, the wind direction is weakened in succession. 

From the above analysis, we can see that each meteorological factor has a certain degree of correlation 

with the PV/T module temperature. This paper selects the meteorological factors and history data as 

r
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the input. After the principal component extraction process, the principal component as the neural 

network model inputs to predict the PV/T module temperature. The process is shown in figure.3. 

4.2.  RBF neural network model 

In the RBF network structure, there are three layers, namely, input layer, hidden layer, output layer, 

and each node connected with the input layer in hidden layer has its own center as shown in figure. 4. 

The role of the hidden layer node is to non-linear mapping of the input vector, and then to linear 

mapping of the output layer [12-13]. Each node of the hidden layer calculates the distance between 

input vector and its center, and then applies it to the excitation function to get the output of the hidden 

layer node. The output of the output node is the linear combination of the output of the hidden layer 

node. In this way, the hidden layer is obtained by a non-linear mapping of the input vector, and then 

through a linear mapping to the output. Excitation functions in the hidden layer are the same, except 

for their center. The following is a commonly used one-dimensional radial basis function: 
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Determining this function requires two parameters: the center c  and the variance    . According to 

the network structure, the mathematical model of RBF neural network is: 
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Where: ijw  denotes the weights from hidden layer to output layer, 1 2{ , ,..., }
k k k km

X x x x are the 

inputs of the neural network, 1 2{ , ,..., }
k k k km

Y y y y are the outputs of neural network and I is the 

number of hidden layer nodes. 

                              
Figure 3. PV/T module temperature prediction flow chart       Figure 4.RBF neural network structure 

5.  Case analysis 

5.1.  Database description  

According to the weather forecast information [14-15], 50 samples data are selected as network 

training data and 10 samples data are selected to test the prediction accuracy of the network, from July 

1, 2016 to October 1, 2016 in sunny, cloudy weather. 

5.2.  Data normalization 

According to the mathematical characteristics of the radial basis function, if the distance of the input 

data to the radial basis function center is smaller than a certain value, the RBF neural network can 

perform better. This article uses the "scale map method" for data normalization. Eq. (8) presents the 

normalization criterion, 
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Where: min max[ , ]x x x , x is the original data, y is the standardized value. 

5.3.  Key performance indices 

The relative error ( RE ) and mean absolute error ( MAPE ) are used to evaluate the accuracy of the 

model. The calculation formula is shown as Eq. (10) and Eq. (11), respectively. 
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Where n is the sample size, iY is the true value, 
'

iY is the predicted value. 

5.4.  Principal component extraction 

After the data is processed according to basic principle of PCA, the contribution rate of principal 

component and cumulative contribution rate is shown in figure 5. 

 
Figure 5. Contribution rates of principal components 

It can be seen from figure 5 that the cumulative contribution rate of the first three principal 

components has reached 95% or so, including the main information of the input data. Therefore, the 

first three principal components are selected as the input of the neural network model. The result is 

shown in equation (14). 
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5.5.  Experimental results analysis 

Let model one: RBF model without principal component analysis, model two: PCA-RBF model with 

principal component analysis. The model comparison is carried out and the forecast results of different 

models are analyzed. The time step of prediction is 10 minutes. 

5.5.1.  Comparison of forecast results. The structure of the RBF model is 7-7-1, and the structure of 

the PCA-RBF model is 3-5-1. Figure 6, figure 7 is the prediction results of the RBF model and PCA-

RBF model in sunny weather, figure 8, figure 9 is the prediction result of the RBF model and PCA-

RBF model in cloudy weather, figure 10 is the relative error of two models in cloudy weather, figure 

11 is the relative error of two models in sunny weather. 

From the forecast results in sunny, cloudy weather, it can be seen that the PCA-RBF model is 

better than the RBF model, and its relative absolute error is small, especially when the temperature 

fluctuates seriously. The RBF model cannot follow the changes with the external environment timely 

and PCA-RBF model perform well in this situation, indicating generalization ability of the PCA-RBF 
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model is stronger. That is because the original data of the RBF model is not extracted by the PCA and 

the variables are highly correlated. The data feature is not obvious, which leads to the relatively 

complex network structure, reducing generalization performance and model sensitivity. In the PCA-

RBF model, the PCA is used to extract the principal component variables instead of the original 

multivariate variables. The new principal component variables cover the vast majority information of 

the original variables and the correlation is weak, avoiding the cross-correlation between the original 

variables. In addition, the dimension of the input variable is reduced and the network structure is 

simplified. The PCA-RBF model is highly sensitive and the prediction performance is better. It can be 

seen from table 2 that the predictive evaluation indexes of the PCA-RBF model are lower than the 

RBF model. 

 
Figure.6 model RBF in sunny weather          Figure.7 model PCA-RBF in sunny weather 

 
Figure.8 model RBF in cloudy weather       Figure.9 model PCA-RBF in cloudy weather 

 

Figure 10. RE in cloudy weather              Figure 11. RE in sunny weather 

6.  Conclusions 

In this paper, the meteorological factors and historical data correlated to the prediction temperature of 

PV/T module are taken into account. At the same time, the PCA technology is used to extract the 
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principal components of the input data. Compared with the model without PCA pretreatment, the 

forecasting effect of PCA-RBF is greatly improved, which can provide technical support for the 

further study of energy saving and emission reduction, and cascade utilization of solar energy. 

Table 2. Evaluation index of predictive error. 

Index /% 
 RBF PCA-RBF 

 sunny cloudy sunny cloudy 

      11.12 18.58 4.47 7.53 

       0.17 0.09 0.01 0.04 

      3.78 4.08 1.18 2.16 
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