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Abstract. Cimandiri watershed in Sukabumi prefecture of West Java, Indonesia, has been used 

for profitable activities such as power plant, rafting tourism, drinking water, and municipal, 

industries, agriculture, and fishery, and irrigation. More than 60% water source of PDAM, which 

supplies irrigation water of 1,217 Ha of rice fields and hundreds of industries, is obtained from 

the river. The irrigation in Cimandiri is even designed to be the model of irrigation in West Java. 

Low river discharge during the dry season can generate disadvantages to irrigation. This paper 

presents a method to predict and forecast the discharge of five days ahead to help the decision 

maker to control the operation of irrigation. We use a Deep Learning algorithm which involves 

Recurrent Long Short Term Memory (LSTM) Neural Network. Daily discharge data at two river 

gauge stations were analyzed. These stations are Leuwilisung (17 years data), and Tegaldatar 

(13 years data). The result shows that the relative errors are below 10% which is acceptable. In 

this study, dynamic changes of discharge level are evaluated to give a contribution to irrigation 

and water management control in Cimandiri River, Indonesia. 

1.  Introduction 

Cimandiri is a 183,196 Ha watershed located between 6º42’56” - 7º8’45” SL and 106º30’45” - 

107º4’50” EL in West Java ([1]). The upstream of Cimandiri watershed is located in Mt. Kendeng and 

Mt. Gede (3,000 masl), Mt. Halimun (1,321 masl), and Mt. Salak (2,052 masl), while its downstream is 

in Pelabuhan Ratu, Sukabumi Regency. The slope in this watershed varies between 0% (flat) to more 

than 40% (very steep). According to the Spatial and Regional Plan of Sukabumi Regency ([1]) 2012-

2032, this river supplies water for irrigation of 1,217 Ha area. More importantly, the irrigation in this 

watershed is designed to be the model of irrigation in West Java ([2]).  

During the dry season, the river discharge is very low and the reservoir could not fulfill water demand 

adequately ([3],[4]). Such condition can generate disadvantages, especially for model irrigation where 

water must be available at the right time and the right amount. Discharge prediction is one of the 

important information for water managers [5] to make decisions regarding water supply efficiently, 

effectively, and reliably. 

Many flow prediction models require accurate hydrological long term flow data and extensive field 

measurement, which can be costly, especially when the water flows must be determined at many 

locations in a large basin [7]. For practical objectives, research about simulation of discharge level 

prediction using conventional Artificial Neural Network (ANN) has been widely used [7-20]. 

Limitations to ANN methods give rise to the development of  Deep Learning (DL), a new methodology 
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of machine learning which can provide information from a sequence data to next sequence data using 

self-learning functions based on a layer by layer. One of DL Algorithm is Recurrent Neural Network 

(RNN).  Long Short Term Memory (LSTM) architecture is a special kind of RNN which was introduced 

by Hochreiter and Schmidhuber [6] to overcome the weakness of the traditional RNN to learn long term 

dependencies (over ten sequences) such as shown by Bengiot et al. [21]. RNN-LSTM is a suitable 

method for sequence data. This method tries to give a prediction using step by step of sequence data. 

The advantage of LSTM-RNN is suitable for time series prediction and its robustness in dealing with 

nonlinearity and huge data. 

Study about the model of discharge water level using RNN LSTM have been used increasingly in 

water resources management such as discharge level prediction [22,[27-30], water distribution data[28],  

for rainfall-runoff process[25], for flood prediction [27, 31-33], for environmental water quality [26]. 

Wu et al. [22] and Wu and Rahman [23] discuss the implementation of DL for water distribution 

including an electric steam power plant, rafting tourism, drinking water and municipal, industries, 

fishery, and irrigation. This paper aims to predict and forecast discharge level data based on RNN LSTM 

methodology. 

2.  Methods 

 

 

Figure 1. Location of Study Area for Leuwilisung and Tegaldatar 

Discharge Station in Cimandiri Watershed (Source: Ridwansyah, 

2017). 

 

In this study, we use daily discharge data from two stations; Leuwilisung (17 years) and Tegaldatar 

(13 years) which were recorded manually by the Center for Research and Development of Water 

Resources, the Ministry of Public Works and Housing (PUSAIR-PUPERA).   

LSTM Method is related to the memory cell and how to related between old context (Cj-1) to a new 

context (Cj). Cj is a memory cell. Input gate is consist of discharge level data from Leuwilisung arena 

and Tegal Datar. Outj(output gate) is memory cell result of out of in j (the “input gate”) and then as input 

to the next sequence. When adding a time (t) as input memory, then the equation will be using yinj(t), 

Outj, and yOutj(t). foutj is the process of total out in sequence data. The first step to calculate the LSTM is 

The explicit formula of the LSTM-RNN is [6]: 

 

yOutj(t) = f outj(netoutj(t));      yinj(t)=finj(netinj(t)) (1) 

 

Where, 

netoutj(t) =𝛴 ωoutj µyµ  (t-1) (2) 
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netinj(t) =𝛴 ωinj µyµ  (t-1) (3) 

 

netcj(t) =𝛴 ωcj µyµ  (t-1) (4) 

 

Definition:  

yOutj(t) : Total Result Process of Output Gate of Memory Cell 

f outj :  The result of Forget Cell Data for output Gate 

netoutj :  The Result of Output  Gate 

yinj(t) : Total Result Process of input Gate  

finj : The result of Forget Cell Data for input Gate 

netinj : The Result of input  Gate 

µ   : Input unit, memory unit, gate unit 

ω : Result of Store information. 

 

There are two simulations in each study area: RNN- LSTM Simulation for Leuwilisung and RNN-

LSTM simulation for Tegaldatar. The first step of this method is making a frame for the array of 

discharge level sequence data in Leuwilisung and Tegaldatar. The loaded dataset will be processed to 

be supervised learning. The second step is the transformation of time series to fixed data using Tan h 

which result in a constant value between -1 and 1. Tan h will transform the time series to scale and got 

trend data. The third step is prediction and forecast using predict () and forecast syntax with the output 

is two dimensions with one value. The last step is the evaluation of performances for prediction and 

forecast using root mean square error (RMSE) and mean absolute error (MAE) as the following: 

 

𝑅𝑀𝑆𝐸 = ∑ (𝐻𝑖 − 𝐻𝑖)
𝑛

𝑖=1

2

 (5) 

 

MAE = 
1

2
∑ |𝑒𝑖|𝑛

𝑖=1  (6) 

 

Where 𝐻𝑖̂ and 𝐻𝑖 are the forecasted and observed discharged level of the data, respectively. H^dan 

H- are the average forecasted and observed discharge level. n is the number of data points and ei  are n 

samples of model error. 

3.  Results and Discussion 

After data preprocessing, a total of 10,589 records of daily data from two stations (Leuwilisung and 

Tegaldatar) are collected. Leuwilisung data using 17 Years data; 1993,1994,1996,1998-2001,2003-

2004,2006-2013. Tegaldatar data using 13 Years data; 1999-2001,2003-2005,2007-2013 as follows: 

 

 

Figure 2. Maximum daily discharge in Leuwilisung. 

 

 

 

 



The 5th International Seminar on Sciences

IOP Conf. Series: Earth and Environmental Science 299 (2019) 012037

IOP Publishing

doi:10.1088/1755-1315/299/1/012037

4

 

Figure 3. Maximum daily discharge in Tegal Datar. 

 

The maximum daily discharge for Leuwilisung and TegalDatar is about 70 ml/Second and 

200ml/Second. 

 

 

Figure 4. Discharge Level Train Data and Test Data Leuwilisung 

Station. 

 

 

Figure 5. Discharge Level Train Data and Test Data Leuwilisung 

Station. 

 

Before the process of forecast simulation, data were divided into train data and test data to simulate 

the initial data condition. Results showed that daily discharge level for Tegaldatar is higher than 

Leuwilisung. 

 

Table 1.Validation of Error for Train Data and Test Data. 

Station Train Score Error Test Score Error 

Leuwilisung 
  

TegalDatar 
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Figure 6. Prediction Data Result compared with Observed Data for 2 Station. 

 

The algorithm separates the data into the training datasets (67% of the observations) and testing 

datasets (33%). Figure 5 shows the result of our model; the original dataset in blue, the predictions for 

the training dataset in orange, and the predictions on the unseen test dataset in green. The Prediction 

error is accumulated over time. Train Score Error and test score error were less than 10%, whereas error 

for Tegaldatar was higher than that of Leuwilisung. This is likely because the input data for Leuwilisung 

has a longer data series than Tegaldatar, as was also concluded by Bengiot et al. ([21]). 

 

Table 2. Validation of Error for Prediction Data and Observed Data.  

Station Train Score Error 

Leuwilisung 
 

Tegal Datar 
 

 

  

Figure 7. Discharge Water Level for Forecast in TegalDatar and Leuwilisung Station. 
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Table 3. Validation Error Of Forecast Discharge Level For 5 Days A Head 

Station RMSE ( Root Mean 

Squared Error ) 

MAE (Mean Absolute 

Error) 

Leuwilisung 

 
 

Tegal Datar 

  
 

Table 4 shows the values of the validation error of forecast discharge level for five days ahead. The 

Relative error for the forecast is less than 10.0%. In regards to accuracy, all the models provide good 

accuracy for a short time horizon forecast. However, if longer time horizons are considered (Tegaldatar) 

the RMSE is 2.6253 but was increasing to 1.7 points on the fifth day. This temporal limit is coherent 

when compared between all station’s data.  

4.  Conclusion 

The most important part of the ANN model is its ability to forecast future events.  Discharge water level 

prediction and forecasting is an essential topic in water management. The benefit of LSTMs with 

advantages for long sequences is the method can learn to make a one-shot multistep forecast which 

useful for time series forecasting. The forecasting accuracy tendency (worse or better) depends on the 

complexity of data. Overall, the approaches show performances which remain satisfactory up to 5 days 

ahead for the watershed. 
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