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Abstract. Aiming at the problem of low detection accuracy of multi-mode mean model 
in complex scenarios, an improved detection method of moving target based on multi-
mode mean model is proposed.Firstly, the background model is constructed using the 
multi-mode mean value model.According to different scene information, different 
thresholds are set and adjusted adaptively.The foreground image obtained by 
background difference method is detected by frame difference method, and the 
experiment is compared and analyzed.The detection rate and the error rate are reduced, 
and the detection accuracy is improved. Finally, the simulation results of three-segment 
video verify the effectiveness of the proposed method. 

1.  Introduction 
In computer vision, detection of moving objects is the premise to obtain image sequence information 
and motion recognition, and also an important part of intelligent monitoring system [1]. 

The detection methods of moving targets can be roughly divided into the following three types: 
optical flow method [2-4], inter-frame difference method [5] and background difference method [6-
7].Optical flow method is computationally intensive and highly demanding hardware equipment, which 
is not suitable for real-time detection.Inter-frame difference method has omission detection and error 
detection, while light and shadow have a great impact on the detection effect [8].Background difference 
method is the most widely studied and applied method at present. It is to identify moving objects 
according to the difference image [9]. 

To solve the above problems, this paper proposes an improved moving target detection algorithm 
based on multi-mode mean model, which uses multi-mode mean model to improve the problem of large 
computation and slow speed, and sets adaptive threshold to reduce the impact of noise on detection 
results. The interframe difference method verifies the results of the background difference method, 
which provides an accuracy guarantee for the detection of foreground targets and effectively reduces 
the influence of illumination changes.This algorithm combines the advantages of frame difference 
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method and background difference method, which can make the detection of moving target more 
accurate.Experimental results show that compared with hybrid gaussian model [10] and VIBE algorithm 
[11], the improved algorithm has better performance in real-time performance and detection accuracy.  

2.  Multi-mode mean model 
The multi-mode mean model is constructed by calculating the average of the multi-channel color time 
series of the video frame image. Its basic idea is to capture successive N-frame video frame images and 
calculate the multi-mode distribution mean of the pixels in each color channel. The K mean model 
describes the background model (the value of K is usually taken as 3-7), and the background model is 
described by equation (1) [12]: 

 
                  KiprCSSSB tititiBiGiRiti ,.....2,1  ;;;;; ,,,,,,,                                        (1) 

 
B ti ,  is the background pixel value of the i-th model at time t, SSS BiGiRi ,,, ,,  represent the sum of 

the values of the three RGB color channels in the i-th model at time t, C ti ,  represents the sum of the 

number of matches between the current pixel value of time t and the i-th background model. pr titi ,, ,  

represent the correspondence between the history frame and the pixels in the i-th background model, 
and is used to represent the level of the background model. 

An image is represented by a multi-channel image, assuming that the number of channels is x, 
equation (2) can be used to describe the average value of each color component of each pixel point when 
the time is t: 

                           CSu tixtixti ,,,,, /                                                                (2) 
 

S xti ,,  represents the sum of the values of each color component of model k at time t, C ti , represents 
the accumulated number of pixel values matching the mode k in the t-frame corresponding to the mode. 
This method constructs a background model using RGB three-channel images, so x=3. 

3.  Improved moving target detection algorithm 

3.1.  Threshold selection and adjustment 
In the process of background initialization, a time series of all pixels is obtained. For one pixel, median 
filtering is used to calculate the average value to obtain the expected value of this pixel. Then, all values 
are compared with the expected value to obtain the maximum difference, and the resulting maximum 
difference is regarded as the basic value of the threshold.The final threshold of the image is set to 2-3 
times the base value, and its mathematical description is as in equation (3) and ),( yxf is not equal to 

2,1,2,1 MinMinMaxMax . 
 

             1,2...10i  )),(),((2),(1  yxEyxfMaxyxTH i                                   (3) 

 
In formula (3): ,2,1,2,1 MinMinMaxMax indicate the maximum value, the second largest value, 

the minimum value, and the second minimum value in the pixel set, 1TH represents the pixel value 
when the difference value of the corresponding image position graph is binarized, which can also be 
called threshold image.The advantage of this method is that the appropriate threshold is selected in 
different areas of the scene according to the different monitoring scene information [14]. 
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Figure 1. Background image              Figure 2. Threshold image 
 

                     

Figure 3. Left threshold image            Figure 4. Intermediate threshold image 
 

As shown in Figure 1, there is a tree growth on the left side of the image. This area usually does not 
have a moving target appearing or moving. A relatively large threshold is set, corresponding to the 
relatively bright area on the left side of the image 2, and the bright area marked red on the left side of 
the image 2 is enlarged, as shown in figure 3.In the portion of the middle road of the image 1, there is a 
movement of the target, and a relatively small threshold value must be set, corresponding to the darker 
region in the image 2, and the dark region of the middle red is enlarged in figure 2, corresponding to 
figure4. 

3.2.  Extraction of foreground target 
The main idea of foreground moving target extraction [15] is to compare the current video frame image 
pixel by pixel with the already constructed background model to determine whether it is a foreground 
pixel or a background pixel. When the formula (4) is met, the pixel is seen as the foreground pixel, set 
to 255, otherwise the pixel is the background pixel and the pixel size is set to 0. 

 
                       )||()( ,1,,1, EuITHc xxtixtxti                                                   (4) 

3.3.  Moving target detection process 
The basic idea is to use the adaptive threshold image as the threshold of the background difference 
method in the detection stage, and use the background difference method to detect the moving target. 
Once an abnormality is detected, the differential operation of three consecutive frames is obtained to 
obtain more accurate information of the moving target. The detection flow chart in this article can be 
described in figure 5. 
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Figure 5. Flow chart of moving target detection 
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In the improved algorithm, the following two conditions are to be taken: 
Judgment condition 1 (background difference method): 
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In formula (5): ),,( tyxf k represents the gray value of the image ),( yx  at the time t k ; ),,( tyxB k

represents the gray value of the background pixel ),( yx at the time t k ; 1TH is the gray threshold of the 
image, and the detection area of the image is used to indicate A .In X , the number of the minimum 
elements that meet the early-warning condition is represented by N1 ; in X , the number of elements 
satisfying the internal judgment condition is represented by N X [15].(Under initialization conditions, 
k= i-1) 
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If 01result , it represents a target or object that has not been moved in the current monitoring 

scene, it is not necessary to perform deeper processing on the currently captured image, and the judgment 
is completed. If 11result , represents that compared with the previous frame, the image of the first 
frame has changed, which may be caused by a change in illumination or a movement of the object into 
the monitoring area. Then, the image of the next frame is captured as the second frame image, let ik 
and the judgment of the first condition is continued. If 01result , it means that the change of the first 
frame image is not caused by the former , but by the intrusion of moving objects into the monitoring 
area,an alert notification is issued; if 11result , it indicates that the image of the second frame has also 
changed, it is not certain what the cause is. Just enter the judgment of the second condition. 

Judgment condition 2(inter-frame difference method): 
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In formula (7): bi represents the gray value of the image difference image at the time it of the 

background; TH 2  is the gray threshold of the image sample; the number of the lowest elements in X  
that meet the pre-warning condition is denoted by N 2 .The number of elements satisfying the internal 
judgment condition in X is represented by NY  [16]. 
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On the basis of the first judgment condition, if 12 result , it represents a moving object is entered 

into the monitoring area, an alarm notification is initiated. If 02 result , the change in the first frame 
image and the second frame image is likely to be caused by a change in illumination, the next frame 
image is captured as the image of the third frame, let 1 ik , and continue to judge the first condition. 
If 01result , on behalf of the first frame image and the second frame image changes are moving 
objects into the monitoring scene, an alarm notification is issued; if 11result , so, the second condition 
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is determined. If 12 result , it means that the moving object has entered the monitoring area, an alarm 
notification is issued. If 02 result , take the image of the third frame obtained as the background and 
update the background. 

4.  Experimental results and analysis 
Simulation experiments were carried out in opencv environment, and two video sequences were 
simulated.Their parameters are as follows: the frame rate of video sequence 1 and 2 is 25f/s, and their 
total frame number is 440 and 1200 respectively. 

In video sequence 1, the moving target (vehicle) keeps moving rapidly, and the images at frames 52, 
104 and 208 are respectively captured for simulation experiment.Figure 6 is the result of simulation 
experiment. 
 

       
(a) 52nd frame              (b) GMM              (c) VIBE              (d) Proposed method 

       
(e) 104th frame              (f) GMM              (g) VIBE               (h) Proposed method 

       
(i) 208th frame              (j) GMM               (k) VIBE              (l) Proposed method 

Figure 6. Comparison of Video Sequence 1 
 

       
(a) 26th frame             (b) GMM                  (c) VIBE           (d) Proposed method 

       
(e) 188th frame              (f) GMM                  (g) VIBE         (h) Proposed method 

       
(i) 1150th frame             (j) GMM                 (k) VIBE          (l) Proposed method 

Figure 7. Comparison of Video Sequence 2 
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As can be seen from figure 6, the foreground image obtained by VIBE algorithm has relatively little 
noise but a lot of shadow, while the hybrid gaussian algorithm has less shadow but a lot of noise.The 
moving target extracted by this algorithm is relatively complete and the noise is reduced. 

In video sequence 2, pedestrian video monitored indoors is a complex scene with multiple moving 
objects.The images at frames 26, 188 and 1150 were captured and simulated respectively.Figure 7 shows 
the results of the experiment. 

As can be seen from figure 7, the moving target detected by the hybrid gaussian algorithm has a void 
phenomenon and a lot of noise.The operational target detected by VIBE is relatively complete, but part 
of the background railing is also detected as the foreground.The foreground image obtained by the 
algorithm in this paper is relatively complete and can suppress noise well. 

The following performance evaluation indexes are used to analyze the performance of several 
algorithms [17].Pr stands for Precision, and FPS stands for Frames per Second. FPR (False Positive 
Rate) represents False alarm Rate, FNR (False Negative Rate) represents missed detection Rate, PWC 
represents wrong score Rate and is a comprehensive evaluation index.The experimental results of video 
sequences 1 and 2 are shown in table 1. 
 

Table 1. Algorithmic Performance Evaluation Indicators 

Performance Method FPR FNR Pr PWC (%) FPS (fps)
 GMM 0.0123 0.304 0.7577 2.9343 19 

video 1 VIBE 0.0418 0.1521 0.5306 3.8105 51 
 Proposed method 0.0113 0.1027 0.8904 1.3968 41 
 GMM 0.0146 0.3160 0.7491 2.8151 20 

video 2 VIBE 0.0237 0.1540 0.6739 2.8324 49 
 Proposed method 0.0095 0.0872 0.9647 1.3780 40 

 
According to the data in table 1, the frame rate of the algorithm in this paper remains above 30fps 

with a certain real-time performance.As can be seen from the accuracy, VIBE algorithm has a large 
amount of drag and shadow in the dynamic background due to fixed threshold and update rate, while 
hybrid gaussian algorithm has a large amount of noise and cavity phenomenon in the detected target, 
with the highest leakage rate, and the accuracy of this algorithm is relatively optimal. 

5.  Conclusion 
In this paper, an improved moving target detection algorithm based on the multi-mode mean value model 
is proposed. Taking the multi-mode mean value model as the background model, the computational 
complexity is reduced and the detection rate of moving targets in video is improved.At the same time, 
an adaptive threshold is adopted for noise, and the inter-frame difference method is applied. Based on 
the background difference method, the detection accuracy is improved.In terms of detection accuracy 
and real-time performance, this algorithm has strong interference ability and is easy to implement. 
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