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Abstract. With the rapid development of power grid, the equipment of power grid is more and 

more intensive, and the requirement of reliability is higher and higher. Oil-immersed 

transformer is one of the most critical equipment in power system. Its operation reliability is 

directly related to the safety and stability of the whole power grid. When transformer fault 

occurs, even under the same external operating environment, the hot spot temperature is 

different from the normal hot spot temperature. Generally, when the transformer overheat fault 

occurs, the hot spot temperature is usually higher than the normal hot spot temperature, and 

different fault modes will also cause different temperature variations of the transformer hot 

spot. By analyzing the variation law of the transformer hot spot temperature under different 

faults, it is helpful to evaluate and predict the load capacity of the transformer in real time and 

ensure the safety operation of the transformer. Hot spot temperature is a factor of measuring 

transformer performance, and it is also the most important limiting factor of transformer load 

capacity. It is also related to transformer safety and reliability, service life and manufacturing 

cost. Therefore, accurate calculation and prediction of the hot spot temperature has great 

significance for reasonable using transformer. Therefore, a support vector machine thermal 

calculation model based on gradient descent method is proposed in this paper. The validity and 

feasibility of the model are verified by the comparison of calculation and experiment results. 

1. Introduction 

With the rapid development of China's industry, commerce and the improvement of residents' living 

standards, the electricity consumption of residents, industry and commerce presents a growing trend 

and the social stability and development require adequate and stable power supply. In such an 

environment, the scale of China's power grid keeps expanding, the construction speed keeps increasing, 

and major breakthroughs have been made in the power transmission and transformation technologies 

of ultra-high voltage and ultra-high voltage [1-3]. 

When the transformer breaks down, it may cause serious impact on the power system [4]. If it is 

ignored, it will cause a large area of power failure and even severe social impact of substation fire. 

When the transformer breaks down, even in the same external operating environment (climate, load, 

geographical location), the hot spot temperature is different from the normal hot spot temperature. 

Generally, when the transformer overheat fault occurs, the hot spot temperature is usually higher than 

the normal hot spot temperature, and different fault modes will also cause the change of the hot spot 

temperature of the transformer to different degrees. 



 

 

 

 

 

 

At present, for transformer hot spot temperature calculation, there are: guide recommended 

calculation method, numerical calculation method, thermal path model calculation method and 

intelligent algorithm calculation method, and the transformer winding hot spot temperature calculation 

model recommended by standard guide is widely adopted in engineering [5-6], but it has limitations 

and no intuitive physical meaning. In this paper, a heat prediction model of support vector machine 

based on gradient descent optimization is proposed, which can solve the above problems and provide 

an effective way for the calculation of hot problems of transformer [7-8]. 

At the same time, this paper takes transformer for research, which processes the sample set of oil-

immersed transformer, and uses GD-SVM model to realize the hot spot temperature prediction of oil-

immersed transformer. It can provide data basis for the load capacity evaluation of transformer. 

2. GD-SVM heat prediction model 

2.1. Sample pretreatment 

Different types of data have different data dimensions and measurement range. In order to ensure the 

accuracy of the prediction results, it is necessary to normalize all types of data and change all types of 

data to the same range. The commonly used normalization methods are the maximum minimum 

method, maximum method and mean standard deviation method. In this paper, the maximum 

minimum method is adopted to normalize the heat temperature prediction data to the range  0,1 . Set 

the sequence       0 0 0 01 , 2 ,x x x x N , the normalized data       1 1 1 11 , 2 ,x x x x N , and 

the normalization formula is as shown in the formula: 

                                          1 1 1 11 , 2 ,x x x x N                                               (1) 

2.2. Gradient descent algorithm 

For the training set
   

{ , }
i i

x y ,  h x  is assumed to be the fitted function,  J x  is the loss function 

Cost function,   is the parameter, m  is the number of samples of the training set, and n is the number 

of features [9]. 
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 is the step length. Finally, the optimal solution can be obtained: 
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2.3. Support vector machine algorithm 

I  is assumed to be the load current of transformer, ambient temperature is e , top oil temperature is 
top , 

bottom oil temperature is btm , top dead angle oil temperature of oil tank 1 ,bottom dead Angle oil 



 

 

 

 

 

 

temperature of oil tank is 2 . The above characteristic quantity is the input quantity of SVM, and the 

winding hot temperature h  is the output quantity. 

Training sample set is   , , 1,2, ,i ix y i n , 
n

ix R . 

iy R . 1 2, , , , ,i e top btmx I         is the input column vector for the i sample. The output value is

[ ]i h iy  . 

The sample is mapped to a higher dimensional space by  x , and the linear regression function 

is established by minimization of structural risk: 

   '

hy x w x b                                                               (6) 

Where 
'y  is the predicted value corresponding to the regression function, w  is the weight vector, 

w H  and b R  is the bias. 

Define   is linear insensitivity loss function 
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Considering the fitting error, the relaxation factor 
*,i i   is introduced, and the regression problem 

is transformed into the solution of the objective function minimization of w  and b . 
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Lagrange function is constructed by introducing non-negative Lagrange multiplier. Partial 

derivatives of all variables are obtained and set to zero. By virtue of the duality principle, it is 

transformed into solving the duality problem: 
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We get the optimal solution  1 2, , , n    ，
* * * *

1 2, n       .So we get w  and b as 

followed: 
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N is the number of support vector machines. 
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Where 
*,i i   is the non-negative Lagrange multiplier and  ,i jK x x is the kernel function 

satisfying the Mercer condition. In this paper, RBF kernel function is adopted [10]: 

   2

, = expi j i jK x x x x                                                        (13) 

The kernel is 0  .The European norm is i jx x . 

2.4. Model predictive steps 

In this paper, a GD-SVM oil-immersed transformer hot-spot temperature prediction model is proposed. 

The prediction steps are as follows: 

Step 1. Normalization processing of data samples; 

Step 2.Determine the optimal interval and value of the parameters; 

Step 3.Establish SVM regression prediction model and use GD algorithm to optimize SVM 

parameters; 

Step 4.Obtain the optimal SVM parameter combination; 

Step 5.Obtain the predicted value. 

The GD algorithm was used to optimize the penalty factor C  and kernel parameter  , and the 

optimization interval was set as  0, 40  and  0,400  respectively. The step length   was 0.01. 

=0.34 and =1.21C were finally obtained 

3. Experiment 

In this paper, oil-immersed transformer is selected as the experimental object to collect the sample 

data, Under the condition of the same current, the transformer is operated continuously for 24 hours, 

and a total of 360 sets of data are collected during  the experimental time. Among them, 340 groups  

are used as training set samples and 20 groups as prediction set samples. 

In order to verify the performance of GD-SVM hot spot temperature prediction method proposed in 

this paper, BP neural network is adopted for comparison. The following predicted output values are 

obtained. The curves of predicted and actual values of GD-SVM and BP neural network are shown in 

figure 1. 



 

 

 

 

 

 

 

Figure 1. Curves of measure value GD-SVM and BP 

To verify the accuracy of GD-SVM oil-immersed transformer hot-spot temperature prediction 

method, two indicators are introduced in this paper. Mean squared error (MSE) and correlation 

coefficient (R) were used to evaluate the performance and prediction results of the model. The smaller the 

MSE value is and  R get closer to 1 , the better the predicted performance is [11-12]. 
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The actual value and the calculated predicted value of GD-SVM and BP neural network are 

respectively calculated by the above formulas. 

Table 1. Comparison of model performance 
   

Modeling method           MSE           R 

GD-SVM 0.5073 0.959 

BPNN 1.313 0.916 

The experiments results are shown in table 1. The results show that the MSE of GD algorithm is 

the smallest and R is the closest to 1, so the prediction accuracy is optimal. 
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4. Conclusions 
In this paper, the proposed GD-SVM transformer hot spot temperature prediction model, using the 

advantage of generalization ability of support vector machine (SVM), by the use of RBF function to train 

and forecast samples, the prediction accuracy is relatively high, and this can be used for the temperature 

monitoring of transformer hot spots. Through the analysis of the changing rule of transformer hot 

temperature, which can give much convenience to the real-time assessment and prediction of  load capacity 

of transformer. Consequently, the stability operation of transformer can be guaranteed. The application 

results of this paper that have been deployed in Shandong power grid. This module effectively makes up 

for the calculation accuracy of the hot spot temperature in the existing platform, and it can realize the 

statistical analysis of hot spot temperature of the equipment, providing useful benefits for the better 

operation and maintenance of the equipment. 
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