
IOP Conference Series: Materials Science and Engineering

PAPER • OPEN ACCESS

Short-term Load Forecasting Based on Electricity Price in LSTM in
Power Grid

To cite this article: Ruyi Cai et al 2019 IOP Conf. Ser.: Mater. Sci. Eng. 569 042046

 

View the article online for updates and enhancements.

This content was downloaded from IP address 101.27.23.156 on 14/10/2019 at 22:04

https://doi.org/10.1088/1757-899X/569/4/042046


Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.

Published under licence by IOP Publishing Ltd

AMIMA 2019

IOP Conf. Series: Materials Science and Engineering 569 (2019) 042046

IOP Publishing

doi:10.1088/1757-899X/569/4/042046

1

Short-term Load Forecasting Based on Electricity Price in 

LSTM in Power Grid 

Ruyi Cai1, Shixin Li1*, Jiecai Tian2 and Liqiang Ren2 

1 College of Electronic Engineering, Tianjin University of Technology and Education, 

Tianjin, 300222, China 

2 Tianjin Shitai Group Co.,Ltd. Tianjin, 300222, China 

*Corresponding author’s e-mail: li_shixin@sina.com 

Abstract: In the electricity market, accurate short-term load forecasting can ensure the safe and 

stable operation of the grid, but the real-time fluctuation of electricity price increases the 

complexity of load changes and increases the difficulty of forecasting. In response to this 

problem, this paper studies the correlation between electricity price and power load, and 

provides a basis for the prediction of short-term load in the active distribution network. Based on 

the correlation between electricity price and power load, this paper proposes a short-term load 

forecasting model for long-term and short-term memory-cycle neural networks. Taking the 

power data of a certain area as an example, the LSTM model and other models were used to carry 

out simulation experiments. The results show that the proposed method outperforms other 

models in terms of prediction accuracy and stability. 

1. Introduction 

With the development of science and technology and economy, the position of electricity in production 

and life is more and more important, and load forecasting is the basis for efficient and stable operation of 

power systems.[1-2] Short-term load forecasting of power systems can be divided into ultra-short-term, 

short-term, medium-term and long-term forecasts, where short-term forecasting is an important 

component of load forecasting. Short-term load forecasting methods can be mainly divided into 

traditional forecasting method and intelligent forecasting method.[3-5] Traditional methods mainly 

include time series method, regression analysis method, etc. Intelligent methods mainly include neural 

networks, decision trees, wavelet analysis, random forests, support vector machines, and cloud 

computing.[6]  

2. Analysis of electricity price and load correlation 

In the electricity market environment, the fluctuation of electricity price will affect the size of the load, 

and the fluctuation of the load will also affect the size of the electricity price, and reach a balance in the 

process of mutual influence. This paper directly analyzes the correlation between the load after reaching 

steady state and the real-time electricity price. The following figure shows the load curve and the 

real-time electricity price curve. The data comes from the total load of an energy company in the United 

States and its real-time electricity price. 
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Fig.1 Hourly load and electricity price curve 

It can be seen from the figure that the real-time electricity price and the load trend and cycle are 

almost the same, and the positions of the peaks and valleys are also relatively consistent, showing a 

greater correlation. The following is a sample of the 2016 full-year load data and real-time electricity 

price data for correlation analysis which the Pearson correlation analysis and the Spearman correlation 

analysis. The results are shown in the following table: 

Tab.1 Correlative analysis of load and electricity price 

Correlative 

Analysis 

Correlation 

coefficient 

Significant 

Pearson 0.452 0.000 

Spearman 0.598 0.000 

The significance is 0.000, indicating that the load is related to the real-time electricity price. The 

correlation coefficients are 0.452 and 0.598, indicating that the real-time electricity price is moderately 

related to the load. When carrying out load forecasting, the influencing factor of real-time electricity 

price should be considered. 

3. LSTM-based predictive model 

3.1  LSTM network structure 

Traditional cyclic neural networks have gradient disappearance and gradient explosion problems in 

practical applications. Hochreiter proposed an improved RNN, LSTM neural network, which can solve 

the problem that RNN can't handle long-distance dependence, make full use of historical information, 

and have stronger adaptability in time series data analysis. [7-9] The unit structure of the LSTM is shown 

in Figure 2. 

 
Fig.2 LSTM unit structure 

In Figure 2, xt, ht and yt represent the input vector at t, the hidden layer state value, and the output 

vector, respectively. The memory unit is a memory of the state of the neuron and is used to record the 

current state of time. Input gates and output gates are used to read, output, and correct parameters. The 

forget gate is used to selectively forget the correction parameters of the unit state at the previous 

moment.[10] 

ht = Ot ∗ tanh⁡(Ct)                 （1） 
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ft = sigmoid⁡(Wf ⁡ ∙ [ht−1，xt] + bf)  （2） 

it = sigmoid(Wi ∙ [ht−1，xt] + bi)    （3） 

Ot = sigmoid(Wo ∙ [ht−1，xt] + bo)   （4） 

Where: f、i、g、C、o represent the forgotten gate, the input gate, the alternate cell state for updating, 

the updated cell state, and the output gate; W and  b are the corresponding weight coefficient matrix and 

bias term, respectively; σ and tanh represent the sigmoid activation function and the hyperbolic tangent 

activation function, respectively.  

3.2 LSTM structure and training 

The LSTM model includes input vectors, two LSTM hidden layers, fully connected layers, and 

predicted values for the output. The input vector starts from the input layer and passes through two 

layers of LSTM hidden layers to output the processed vector. First, the weight vector is calculated 

according to the current layer input vector, and then the weight vector is merged with the current layer 

input vector to obtain a new vector, which is input into the fully connected layer, and finally the 

predicted value is calculated. The LSTM model is shown in Figure 3. 

 
Fig.3 LSTM model 

The role of the LSTM layer is to choose to remember important information and forget information 

that is not important. In this model, the more layers it has, the stronger the nonlinear fitting ability of the 

model, and the better the learning effect. However, since training requires a lot of time, it is generally 

preferred to choose a solution that is better and less time consuming. This experiment sets up two layers 

of LSTM to get good results in less time. Therefore, the number of neurons in the first layer of LSTM is 

128.  Layer 2 LSTM sets the number of neurons to 64. Since the parameters of the fully connected layer 

are multiplied as the input data increases, it is necessary to properly compress the data. 

4. Analysis of results 

In order to reflect the correctness and feasibility of the method, BP neural network, RNN and LSTM 

neural network are used to calculate the load without considering the price of electricity and the price of 

electricity, using the same data. LSTM* is a prediction of the electricity price relationship in LSTM. The 

annual error pairs predicted by different models are shown in Table 2, and the different model prediction 

curves are shown in Figure 4. 

Tab. 2 Comparison of prediction error between different models for two years 
Years                 2015                                 2016                    

Models      eMAPE/%    eRMSE/MW      бMAPE    eMAPE/%    eRMSE/MW    бMAPE   

LSTM*      0.531       59.691      0.024      0.463      60.052      0.021    

LSTM    0.578      67.876      0.036      0.669     64.256       0.037     

RNN     0.761      83.320      0.067     0.792     87.214      0.069     

BP      1.345       152.675      0.079     1.659       149.309       0.086      
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Fig.4 Curve of load forecasting 

It can be seen from the prediction results that in the same prediction model, the prediction accuracy 

of the electricity price is higher than the prediction accuracy without the electricity price. When 

considering electricity price, LSTM neural network is better than RNN than BP neural network. This 

shows that LSTM is more suitable for dealing with short-term load forecasting, and in the real-time 

electricity price environment, considering the influence of electricity price, it is beneficial to improve 

the accuracy of prediction. 

5. Conclusions  

In the context of power market reform and smart grid, it has a great correlation with the load. Therefore, 

when carrying out load forecasting, it is necessary to consider its impact. Aiming at this problem, this 

paper proposes a short-term load forecasting model that combines electricity price and historical load 

data. The actual example shows that the prediction accuracy of electricity price is higher than that of 

electricity price, and it has good stability and Higher prediction accuracy. On this basis, the predictive 

model will continue to be optimized to make it more widely used and more accurate.  
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