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Abstract. As implementing customer relationship management (CRM) is the future 

development trend of high speed railway, based on the customer value of customer 

classification research has important theoretical and realistic significance. Based on the huge 

number of the high speed railway’s customers, this paper proposes a parallel RFM customer 

value classification model based on the Spark framework .First, based on the RFM customer 

value model, calculating the coefficient of customer's value, then based on the Spark 

framework, designing the parallel genetic k - means algorithm. The experiment proved this 

model has the quality of computing quickly and high precision. It has the obvious practical 

significance applied to the customer relationship management system.  

1. Introduction 

With the continuous construction of China's passenger high-speed railway network, the railway 

passenger transport capacity has been greatly released, the transportation market has been transformed 

from the seller's market to the buyer's market, and the increasingly fierce market competition between 

various modes of transportation has gradually formed. Therefore, paying attention to the relationship 

between enterprises and customers, implementing customer relationship management are the trend of 

high-speed railway passenger transportation development in the future. Customer classification 

research based on customer value has important theoretical and practical significance. Since customers 

of different values have different meanings to the company, it is necessary to classify customers based 

on customer value. Customer classification based on customer value is the first step for the company 

to conduct customer relationship management, which will lay the foundation for the implementation of 

customer strategic management.  

The RFM model is a widely used and very important customer value segmentation method. In 1994, 

Hughes [1] proposed the RFM customer value analysis model, using three indicators: the recent 

consumption R (recency), consumption frequency F (frequency), consumption amount M (monetary) 

to determine customer value. Since the general business customer transaction data can provide these 

consumption information, the RFM model has become one of commonly used customer value analysis 

methods in enterprises.  

For traditional customer relationship management (CRM), customer value research uses traditional 

serial clustering algorithms to classify RFM indicators, such as k-means, SOM, spectral clustering, 

etc[2]. However, in practical applications, the traditional customer value clustering method has the 
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problem that when the customer data volume is very large, the calculation time is long, and even the 

classification result cannot be calculated. Based on the above situation, this paper proposes a RFM 

customer value classification model based on Spark parallel framework. This paper takes China's 

high-speed railway customer as an example, and applied it to the model. Compared with the traditional 

method, the model has better classification experiment results.  

2. Spark-based RFM high-speed railway customer value classification model 

2.1. Model frame design 

Based on Spark's RFM high-speed railway customer value classification model, the customer value 

parameters are calculated based on the RFM model, and the genetic algorithm is combined with 

k-means clustering and parallelized based on the Spark framework, so that the customer value 

classification results and calculation speed are better than traditional methods. Classification 

algorithms have obvious advantages. The specific model framework is shown in Figure 1:  

Collect customer purchase 

data

Calculate the RFM value of 

each customer for a certain 

period of time based on the 

RFM model

Process 

parallel generic k-means 

algorithm Based on Spark 

architecture
 

Figure 1.  Spark-based RFM high-speed rail customer value classification model framework design 

 

2.2. RFM model definition 

The RFM method is a very important customer classification method that is widely used at present and 

is the most commonly used and practical predictors. It mainly judges the value of customers by 

analyzing the three important customer behavior indicators of “Recent consumption”, “Consumption 

frequency” and “Consumption amount”. Therefore, the RFM model [4] is based on the three 

dimensions of R, F, and M to distinguish customers and evaluate customer value. The RFM 

classification method has a set of fixed operational procedures in the application process because of its 

few indicators and simple data. However, the traditional “F” and “M” definition methods have 

multiple collinear problems. In this paper, "M" is changed to calculate the average amount of 

customers spent at a certain time . 

In this paper, these three indicators R, F, and M for defining the high-speed railway customer value 

classification model are as follows:  

R: given a time window, the time interval between the high-speed train customer taking the 

high-speed trains and the shortest time interval of this time window;  

F: The frequency at which high-speed rail customers take high-speed trains during this time 

window;  

M: The average amount of money spent by high-speed trains’ customers during this time window.  

2.3. Spark-based parallelized genetic k-means algorithm 

2.3.1. Spark architecture 

With the emergence of distributed file systems such as the HDFS (Hadoop Distributed File System), it 

has become possible to store massive amounts of data. The main purpose is to use an algorithm 

platform that is applied to a large amount of data and many iterations of the algorithm. Different from 

MapReduce, the intermediate result value of the calculation needs to be written to the disk each time. 

Spark introduced the concept of RDD (Resilient Distributed Dataset) [6-8] (a parallel data structure 

based on distributed memory that allows users to store data in memory and control partitioning to 

optimize data distribution). It can cache results in memory during the cluster calculation process, 

which greatly increases the calculation speed. Spark's operating architecture is shown in Figure 2. Its 

calculation process can be summarized as conversion between different RDDs. Spark provides a 

variety of dataset operations, unlike Hadoop which only provides Map and Reduce operations. As 
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shown in Figure 2, flatMap, map, reduceByKey, saveAsSequenceFile and other types of operations, in 

which a variety of operational RDD types are divided into two categories: transformations and actions.  

 
Figure 2. Spark operation architecture diagram 

 

2.3.2. Genetic K-means algorithm 

In cluster analysis, k-means algorithm is widely used in practical applications because of its simple 

implementation and easy parallelization, but its Achilles heel is very sensitive to initial values and 

easy to fall into local minimum values. The genetic algorithm is a method to search for the optimal 

solution by simulating the natural evolution process. Its distinctive feature is implicit parallelism and 

effective utilization of global information. Therefore, a k-means clustering method based on genetic 

algorithm is generated. It can not only play the global optimization ability of genetic algorithm, but 

also take into account the local search ability of k-means algorithm, so as to better solve the clustering 

problem. Because of its iterations, although the clustering accuracy is improved, k-means clustering 

also leads to inefficiencies, especially when dealing with large data sets. For the high-speed railway 

customer value clustering, due to the large base of its customer, if the traditional serial genetic 

k-means algorithm is used, it will inevitably lead to a long time of clustering, and even no calculation 

result. Considering that the genetic algorithm has natural parallelism and iterations, the Spark platform 

can be used to design and write the genetic clustering k-means algorithm. This not only improves the 

time efficiency of the algorithm but also increases the diversity of the population, which can prevent 

the occurrence of premature phenomenon.  

The algorithm mainly performs genetic operations by defining p chromosomes as a population, 

and obtains optimal clustering results. First, each cluster center is used as a chromosome gene, and 

then the p  chromosomes are initialized through the spark platform. Parallel k-means calculation is 

performed for each chromosome, and the optimal chromosome clustering result is selected by the 

fitness function. Finally, the judgment for the end condition is made. If the optimal solution or the 

maximum genetic algebra is not reached, select, cross, and mutate the chromosome to obtain a new 

chromosome, and then repeat the k-means calculation until it meets the end condition and obtains the 

final aggregation of classification result. Among them, the fitness function is defined as 𝜌(𝐾): 

     ρ(𝐾) =
1

𝐾
∑ (𝑚𝑖𝑛1≤𝑚≤𝑘,𝑚≠𝑛 {

𝜂𝑛+𝜂𝑚

𝛿𝑛𝑚
})𝐾

𝑛=1                        (1) 

                      𝜂𝑛 =
1

‖𝐺𝑛‖
∑ 𝑆𝑖𝑚(𝐶𝑖, 𝐶𝑛)𝐺𝑖∈𝐺𝑛            (2) 

   𝜂𝑚 =
1

‖𝐺𝑚‖
∑ 𝑆𝑖𝑚(𝐶𝑖, 𝐶𝑚)𝐺𝑖∈𝐺𝑚             (3) 

 𝛿𝑛𝑚 = 𝑆𝑖𝑚(𝐶𝑛, 𝐶𝑚)                               (4) 

Equation (2) defines the average similarity distance between a cluster center 𝐶𝑖 and the middle 

cluster 𝐶𝑛 in 𝜂𝑛; Equation (3) defines the average similar distance between a cluster center 𝐶𝑖and the 

middle cluster 𝐶𝑚 in 𝜂𝑚; Equation (4) defines the similarity between 𝐶𝑛 and 𝐶𝑚. Equation (1) is 

defined by equations (2), (3), and (4), where K is the number of clusters defined.  
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2.3.3. Implementation based on Spark genetic k-means algorithm 

Spark implements k-means parallelization algorithm. The Spark cluster environment is initialized first; 

the original data is loaded from HDFS, and the RDD object is constructed to map and cache the RDD 

according to the definition of the RFM model. Then generate a new RDD object, and normalize each 

newly generated RDD object, store its data object in a partitioned form on each spark cluster node, and 

execute the algorithm in each node until the convergence condition is met or the maximum number of 

iterations is reached and the clustering operation ends.  

Parallelized genetic k-means algorithm based on Spark framework:  

Program input: Context, K, MaxNum, Max_generation. Where Context is the Spark environment 

parameter, K is the number of clusters, MaxNum is the number of populations, and Max_generation is 

the largest genetic algebra.  

Program output: K cluster centers. The core steps are as follows:  

1. Construct a sample instance value from the RFM model; // build a sample (R, F, M) according to 

the RFM definition in Section 2.2 

2. Normalize the sample instances (R, F, M) on all RDDs of the cluster 

3. Execute the k-means algorithm on all RDDs for each chromosome 

4. 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 =  𝜌(𝐾) // Update the fitness value of each chromosome 

5. Output results or cross or mutate to get a new chromosome  

6. Go to step 3 

3. Experimental analysis 

The experiment mainly analyzes the two aspects of algorithm running speed and effect. Acceleration 

ratio refers to the ratio of the time calculated by the same algorithm after parallelization to the time 

calculated by serialization. It is a commonly used indicator to verify the performance of parallel 

computing. The higher the acceleration ratio, the less the relative time consumed by parallel 

computing, and the higher the parallel efficiency and performance. The experimental data is based on 

the customer data of China's high-speed trains in January 2017 using A to represent it, the customer 

data in the first quarter of 2017 (January to March) using B to represent it, and the customer data in the 

whole year of 2017, using C to represent it.  

Experiment with a single machine on the Spark cluster to obtain the acceleration ratio of each data 

set. As shown in Figure 3: It can be clearly seen from Figure 3 that the data set A, that is, the cluster 

acceleration of customer data in January 2017 is not obvious, only a little higher than 1, and the 

acceleration ratio of data set B and data set C have a significant improvement, and as the number of 

computing nodes increases, the acceleration ratio becomes linear. The data set C obviously has a 

larger slope than the data set B, which indicates that as the computing node increases, the data set of 

the larger data volume accelerates more. When the data volume is smaller, the acceleration ratio is not 

obvious. Therefore, it is necessary to use the genetic k-means clustering for the whole year of 2017 or 

quarterly customer value data, it is suitable for parallel operation on the Spark platform. When the 

customer value data within one month will be analyzed, only the stand-alone version of the genetic 

k-means algorithm is needed.  
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Figure 3. Calculation acceleration ratio of different data sets in different node numbers 

 

The customer value data for the whole year of 2017 is selected as data set, and the parallel 

traditional k-means algorithm together with the proposed algorithm (Spark-based genetic k-means 

algorithm) are used to run on the Spark platform. The clustering effect is shown in Figure 4. As shown, 

the horizontal axis represents the number of clusters, and the vertical axis represents the fitness 

function value defined in Section 2.3.2. As can be seen from Figure 4, the Spark-based genetic 

clustering algorithm has higher fitness values than the traditional parallel k-means algorithm when the 

number of clusters is set to 1-18, indicating that the clustering effect is significantly better than the 

traditional parallel k-means algorithm.  

 
Figure 4. Comparison of traditional k-means algorithm and clustering effect of the algorithm 

 

In the genetic clustering algorithm, two important parameters, chromosome length and genetic 

algebra, are needed to determine the number of clusters and the iterative termination conditions of the 

algorithm. In this paper, the 2017 high-speed train customer data is uses for genetic clustering 

algorithm experiment, as shown in Figure 5. As shown, the vertical axis represents cluster quality and 

the horizontal axis represents genetic algebra 5 to 35. Each of the curves in Figure 5 represents 

chromosomes of different lengths. When the maximum genetic algebra is set to increase, the clustering 
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quality also increases. However, when the maximum number of genetic algebras becomes greater than 

25, the cluster quality grows slowly. When the genetic algebra is greater than 35, there is no 

significant difference in the clustering quality of chromosomes of different lengths.  

 
Figure 5. Clustering effect of the algorithm in different genetic algebra settings 

 

According to the above experimental results, the parameter of the maximum genetic algebra in the 

algorithm can be set between 25 and 35. 

4. Conclusion 

The establishment of the railway passenger transport customer relationship management system, the 

implementation of the railway frequent flyer program, and the implementation of the member points 

and reward system are important measures to improve the loyalty of railway passengers, attract and 

stabilize customer resources, and enhance the overall competitiveness of the railway. Among them, the 

rational and efficient classification of high-speed train customer value is a key step to achieve the 

above system. Aiming at the problem of large customer base group of high-speed train and large 

amount of initial sample data, this paper proposes a genetic k-means clustering algorithm based on 

Spark, which not only improves the computational efficiency but also improves the clustering 

compared with the traditional k-means algorithm. The effect is to provide support for the railway to 

establish a passenger customer relationship management system, which has important practical 

significance.  
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