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Abstract. Metaheuristic algorithms have been used in various domains to solve the optimization problem. 
In metabolic engineering, the problem of identifying near-optimal reactions knockout that can optimize the 
production rate of desired metabolites are hindered by the complexity of the metabolic networks. Through 
Flux Balance Analysis, different metaheuristics algorithms have been improved to optimize the desired 
phenotypes. In this paper, a comparative study of four metaheuristic algorithms have been proposed. 
Differential Search Algorithm (DSA), Particle Swarm Optimization (PSO), Artificial Bee Colony (ABC) 
and Genetic Algorithm (GA) are considered. These algorithms are tested on succinic acid production in 
Escherichia coli. The comparative performances are measured based on production rate, growth rate, and 
computational time. Hence, from the results, the best metaheuristic algorithms to solve the metabolic 
network optimization is identified. 

1.  Introduction 
The metabolic network is defined as a series of biochemical reactions involving the transformation and 
modification of substrates into different products in which the enzymes act as catalysis agent. The 
metabolic network is important in assessing the properties of biochemical and physiological of a cell. 
Recently, advancements in genome sequencing have brought upon many developments that allow the 
biological researchers to have deeper knowledge and information of an organism. One of the 
development is the establishment of metabolic engineering, which allows the researchers to probe in 
detail the organizations of an organism including the reactions, pathways, metabolites, and genes as well 
as exploit the organisms for strains optimization by suggesting genetic alteration strategies that can 
optimize the desired objectives, such as growth rate or production rate. 

A metabolic model may consist thousands or hundreds of reactions, genes, and metabolites that are 
interconnected among each other. This resulted in the complexity of the data. The complexity of 
metabolic model has resulted in the dimensions of solutions space being too large and thus the 
computational time increases exponentially [1], [2]. In addition, it is difficult to obtain a near-optimal 
set of reactions knockout in order to optimize the desired phenotypes. Therefore, with the principle of 
mass balances, various techniques and methods have been developed for modelling and optimizing 
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metabolic network. These methods apply constraint-based modelling and swarm-metaheuristic 
algorithms to identify a set of reactions that optimize the desired objective function.  

Constraint-based modelling (CBM) is an approach to investigate the optimality of an organism by 
predicting and describing the metabolic phenotypes [3]. In CBM, constraints are applied to the systems, 
thus creates feasible flux distributions space. There are four approaches under constraint-based 
modelling methods – flux balance analysis (FBA), flux variability analysis (FVA), minimization of 
metabolic adjustment (MoMA), and regulatory on/off minimization (ROOM). Considering that a 
metabolic network comprises of vast information, FBA is able to handle large data compared to the 
three approaches by predicting the final higher steady-state of biological objective functions [4]. 
Furthermore, FBA successfully predicts the final steady-state growth rates or production rates of desired 
metabolites, without considering the regulatory and kinetic information that is difficult to obtain.  

However, FBA alone could not optimize the capabilities of organisms by redirecting more fluxes 
toward the desired metabolites. Furthermore, the problem of finding combinations of reaction for 
knockout is considered as a combinatorial optimization problem, thus it is not practicable to test all the 
combinations of reaction knockout using an exhaustive brute force approach. Therefore, the use of 
metaheuristic algorithms have inspired the development of optimization-modelling methods for 
optimizing the production rate of desired metabolites by means of reaction knockout.  

The advantages of metaheuristic algorithms that computationally less expensive have driven the 
progress of myriad strain design metaheuristic optimization-modelling methods. Although metaheuristic 
algorithms do not guarantee for finding optimal solutions, these algorithms allow for optimization of 
individual biological objective function and engineering objective function. Furthermore, metaheuristic 
uses multiple agents/individuals/particles to search for near-optimal solutions, thus, the search spaces 
are larger than the other frameworks [5]. In other words, metaheuristic allows a large number of genetic 
perturbations. 

The focus of this paper is to evaluate and compare four metaheuristics algorithms in maximizing the 
production rate of succinic acid in Escherichia coli. These algorithms were improved with FBA as fitness 
function evaluation. The paper is organized as follows: Section 2 briefly describes the selected four 
metaheuristics algorithms. The following Section 3 presents the results and discussion. Lastly, Section 
4 concludes the paper.. 

2.  Metaheuristic Algorithms 

2.1.  Differential Search Algorithm 
Differential Search Algorithm (DSA) is a swarm based metaheuristic algorithm that mimics the behavior 
of a group of animals that simulates the migration of a superorganism that consists of organisms, from 
unfruitful area to a more fruitful area [6]. The exploration in DSA is done by Brownian-random walk, 
while a greedy algorithm carries exploitation.  

2.2.  Artificial Bee Colony 
Artificial Bee Colony (ABC) is inspired by the behavior of honey bee colonies in food foraging using 
waggle dance [7]. In ABC, the forages can be categories into two, namely employed and unemployed. 
For each employed bees, a new food source is generated which represent as a feasible solution. The 
information reside in food source is improved by the unemployed bees which is onlooker bees. On a 
certain limit of time, an employed bee may become a scout bee, such that the onlooker bees could not 
improve the food source 

2.3.  Particle Swarm Optimization  
Particle Swarm Optimization (PSO) simulates the movement behavior of a group of animals [8]. PSO 
consists of a swarm of particles with different velocities and fitness. For every iteration, each particle 
will benefit from its own experience and global best experience of the swarm. Therefore, the 
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“communication” among particles are occurred and eventually, allow a unity among the particles in 
moving together as a swarm. 

2.4.  Genetic Algorithm 
The earliest biological based evolutionary algorithm is a Genetic algorithm (GA) which involves exact 
biological mechanisms, namely mutation, crossover and selection [9]. GA uses chromosomes to exploit 
and explore the solution space in determining and enhancing the value of near-optimal solutions. GA is 
a well-known algorithm that has been improved in many ways. 

Table 1 shows the advantages and disadvantages of the said algorithms.  
 

Table 1. Summary of metaheuristic algorithms. 

Name Advantage (s) Disadvantage (s) Ref (s) 

DSA 

- The control parameters are not 
sensitive towards the problem.   

- Fastest CPU computational time.  
- Fewer parameters.  

- Too many random numbers involved in 
generating stopover site.  

- The solutions may go outside the 
boundaries.  

[6], 
[10]–
[12] 
 

ABC 
- Better in global search 
- Fast convergence  

- Require more control parameters 
- The solutions may trapped in local optima.  

[11], 
[13] 

PSO 
- Has less parameter tuning 
- Efficient in global search 

- Sensitivity of control parameters 
- The loss of inertia weight over time may 

cause the swarm to lose its ability to 
search.  

[14]–
[16] 
 

GA 
- Easy to implement 
- Fast convergence 

- High computational complexity 
- The solutions may trapped in local optima.  

[17], 
[18] 

3.  Results and Discussion 
The problem in identifying reactions knockout for maximizing the production of desired metabolites 
can be formulated mathematically by representing the metabolic model in the stoichiometry matrix, � 
that consists of reactions and metabolites of size �×�. The stoichiometry matrix describes the dynamic 
mass balance equation of the metabolic model by a differential equation between the flux rates of the 
reactions (�) and concentrations of metabolites (�). The mass balance must be at a steady-state level that 
signifies there is no internal and external changes in the concentration of metabolites. 

 
��
�	 
 � � � 
 �
 (1) 

Whereby  

�� 
 � ���
�

�
�
 

(2) 
��� � � � ��� (3) 

 
Thus, from the equations above, it can be concludes to  

������� 
� 
�����
�

 (4) 

Where S is the stoichiometric matrix with size of r reactions and m metabolites, n is the coefficients 
of stoichiometric with the size of i=1, 2…m and j=1, 2…r, v is the flux vector of size reactions, and Z is 
the objective function to be optimized that associated with a biological task such as product rate or 
growth rate. Herein, Z is refer to the production rate of succinic acid. 

Table 2 shows the result comparison of different methods applied in this domain. The three methods 
were improved with FBA for fitness function evaluation, which is product rate. E.coli core model is 
tested and the target reaction to optimized is succinic acid. 
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Table 2. Result comparison of different evolutionary methods. 

Method 
Product rate 

(mmol/gDW/hr) 
Growth 

Rate (hr-1) Time (sec) 
Knockout reactions 

PSOFBA 15.4905 0.4769 25.8399 
ACKr, GLUDy, AKGDH, ME1, 
ME2, PFL, PYK, RPE 

GAFBA 15.5185 0.4621 45.4629 
ACKr, GLUDy, GND, LDH_D, 
ME1, ME2, PYK, SUCOAS 

ABCFBA 15.5185 0.4621 73.2244 
ACALD, G6PDH2r, AKGDH, 
GLUDy, GND, ME1, ME2, PYK 

DSAFBA 15.50 0.4836 11.9653 
ACALD, G6PDH2r, GND, ME1, 
ME2, PFL, PYK, SUCOAS 

Note: All the methods were developed and run again using the same dataset, with number of population is 100 
and maximum iteration is 100.�

 
As shown in Error! Reference source not found., DSAFBA is compared with PSOFBA, GAFBA, 

and ABCFBA in terms of the production rate of succinic acid, growth rate after perturbations, and time. 
From the result comparison, GAFBA and ABCFBA are able to find the highest amount of product rate 
compared to DSAFBA and PSOFBA. Nevertheless, DSAFBA is able to identify the mutant with the 
highest growth rate. In addition, by looking at the result of GAFBA, ABCFBA, and DSAFBA; the 
difference in growth rate between DSAFBA and GAFBA-ABCFBA is 0.0215, whilst the difference in 
product rate between DSAFBA and GAFBA-ABCFBA is 0.0185. Furthermore, DSAFBA is able to find 
near-optimal combinations of reactions that optimize the production of succinic acid in a short amount 
of time, compare to PSOFBA, GAFBA and ABCFBA.  

In terms of knockout reactions identified by the methods, DSAFBA and ABCFBA are able to find 
reactions that were predicted by other methods as well. From the total of 8 reactions being knockout, 
the first 2 of the suggested reactions identified by DSAFBA are found by ABCFBA, 3 of them are found 
by PSOFBA, GAFBA, and ABCFBA. Meanwhile, reactions PFL and PYK are found by other methods 
as well, whereas reaction SUCOAS is suggested by GAFBA. Therefore, from the results shown in 
Error! Reference source not found., the searching strategy that uses Brownian-random walk 
movement and mutation structure, DSA are able to find the combination of reactions that improve the 
production rate of target metabolites in a short amount of time, while maintaining the viability of the 
mutant.  

4.  Conclusions 
This paper focusing on modifying metaheuristic algorithms to solve the identification of near-optimal 
reactions knockout. From the four tested algorithms, DSA outperforms other metaheuristic algorithms 
in terms of CPU computational times, and performance. The discovery of the suggested reactions 
knockout are limited to the computational validation only. Thus, in future, these reactions can be serve 
as prior knowledge for in vivo implementation. 
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