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Abstract. Chronic Kidney Disease is the second chronical and catastrophic disease after heart 

disease in terms of treatment cost.  This is because CKD symptoms occurs on final stages, that 

is fourth and fifth, in which it is too late for treatment. Therefore, final stage patient must receive 

continuous medication, such as haemodialysis. So early detection on a patient CKD is necessary 

to prevent patient to be chronic. Studies of gene genes are used to classify microarray data with 

global CKD decisions or not. So to get accurate results in this study using SVM-RFE with the 

addition of the Particle Swarm Optimization algorithm as a gene selector to be more optimal and 

it consideration of the fixed gene in its condition which is important information of the CKD 

gene itself. This research is then expected to be able to classify globally with CKD output or not 

CKD. As a result, for the CKD microarray data accuracy using RPSO schemed SVM highest 

than only using SVM-RFE. 
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1.  Introduction 

Machine learning is now a trendy tool for researchers regarding Big data. Solving problems related to 

big data is very common now. Large data if done manually is not very efficient in terms of energy time 

and maybe even the accuracy or error that occurs will be higher [1] is the same as in classification cases 

involving a lot of data. 

Cancer or chronic disease is the second largest cause of death in the world, because it is widely used 

as research material in the health sector continuously. CKD or Chronic Kidney Disease is one of the 

chronic diseases also classified as a catastrophic disease after heart disease in Indonesia. Even CKD is 

also a worldwide public health problem [3]. There are 5 stages of CKD, 1-3 is an early stage where hope 

of recovery is still high, while 4-5 is a final stage where most parts of the kidneys are not functioning, 

and patients must be treated with proper handling [2]. 

Because of late diagnosis, or improper treatment. need preventive measures that can diagnose right 

before getting worse, in accordance with the previous statement [2], it is expected that with early 

detection and appropriate treatment the patient will get faster recovery and higher patient life 

expectancy. There have been many studies regarding the classification of CKD data sets. 

The current gene data microarray is a tool that can profiling gene expression and has been proven to 

be a value that determines the classification of complex diseases such as cancer and chronic diseases. 

Microarray information can also be used as the right treatment decision for patients [4]. However, the 

data generated by this microarray has hundreds, even tens of thousands of features. This feature is 
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explained about the genes themselves. This, of course, if processed directly, it will take time, energy 

and even a small amount of money. Accuracy in decisions can also be inaccurate because not all genes 

influence the classification decisions. Therefore, feature selection that can choose genes that are 

influential requires that the feature selection process becomes a fundamental stage to obtain high-

dimensional data analysis [5]. 

Currently the research has been combined with the best optimum solution. In this study combining 

PSO with SVM-RFE to get the best feature subset by determining optimized parameters and then 

expected to optimize the classifier. The classification methods used are SVM, which is the oldest 

machine learning classifier, but very powerful because it can produce high accuracy compared to other 

classifiers. SVM development has now been combined with the kernel which can help resolve 

classifications in higher dimensions to complete non-linear classifications. 

2.  Methods 

Many feature selection methods are currently being developed, because in processing big data using all 

features will consume time, memory capacities and costs. Therefore, many ways have been done to 

optimize good feature selection. One of them is by using an optimization method in determining the best 

parameters in the gen selection algorithm [7]. In this research we will use optimization in classification 

with SVM, namely SVM-RFE with the addition of PSO or Particle Swarm Optimization. 

2.1.  Particle Swarm Optimization (PSO) 

Particle Swarm Optimization is a fairly well-known optimization method in which this method is 

inspired by a group of animals that feed in groups by dividing and updating information for each 

individual groups to find the optimal solution. This makes the researcher get an idea where for each 

particle with the best value will continue to be updated according to the position of each particle [7]. 

PSO works to find the value of each particle flying experience (pBest) and companions experience 

(gBest). Each particle has a value that will be evaluated by the fitness function to be optimal, position 

and velocity that control the movement of each particle [9].  

Table 1. Particle Swarm Optimization. 

Particle Swarm Optimization 

Step 1 initialization of PSO parameters 

Step 2 compute the cost of each particle using the fitness function 

Step 3 seach the 𝑝𝐵𝑒𝑠𝑡 and 𝑔𝐵𝑒𝑠𝑡 values 

Step 4 update the particle velocity 𝑣𝑖 : 

𝑣𝑖  (𝑡) = 𝑤𝑣𝑖(𝑡 − 1) + 𝑐1𝑟1 (𝑥𝑝𝐵𝑒𝑠𝑡(𝑡) − 𝑥𝑖(𝑡)) + 𝑐2𝑟2 (𝑥𝑝𝐵𝑒𝑠𝑡(𝑡) − 𝑥𝑖(𝑡)) … (1) 

Step 5 update the particle position 𝑥𝑖 : 

𝑥𝑖(𝑡 + 1) =  𝑥𝑖(𝑡) + 𝑣𝑖(𝑡) … (2) 

 

2.2.  SVM – RFE 

Support Vector Machines – Recursive Feature Elimination as a feature selection that can eliminated 

feature repeatedly the work system selects features with the smallest values. By using the SVM 

algorithm and the concept of the RFE we can eliminate the features that have the smallest value in each 

iteration [7]. 
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Table 2. Support Vector Machine – Recursive Feature Elimination. 

Support Vector Machine – Recursive Feature Elimination 

Step 1 Initialization the original feature  

Step 2 Loop the following procedure until R = ∅ 

Step 3 Obtain the training set with candidate feature set 

Step 4 Train the SVM classifier to get w  

Step 5 Calculate the ranking criteria score; 

𝑐𝑘 =  𝑤𝑘
2, 𝑘 = 1,2, … , |𝑆| … (3) 

Step 6 Find the smallest ranking criteria score features; 

arg min
𝑘

𝑐𝑘 

      … (4) 

Step 7 Update Feature set R = P ∪ R … (5) 

Step 8 Remove this feature in S such thar S = S/P (6) 

 

2.3.  Classification Methods 

SVM that used in this research is SVM classification to differentiate the classifications [5] 

min
𝑤,𝑏

‖𝑤‖

2
 

s.t  𝑦(!)(𝑤𝑇𝑥(𝑖) + 𝑏) ≥ ∈  {1, 2, … , 𝑁} … (7) 

SVM or Support Vector Machines as classifiers although they conventional, but their utilization and 

development are still being carried out because the idea of SVM and its accuracy results are still good 

in many classifications. Not only maximizing margins but also minimizing existing errors. SVM 

development used in this research is SVM with kernel trick using the kernel function, namely 𝐾(𝑥𝑖 , 𝑥𝑗) 

=Φ(𝑥𝑖)𝑇Φ(𝑥𝑗), which helps us to calculate higher dimensions without having to work directly on its 

dimensions. The higher dimension Φ(𝑥𝑗) ∈ 𝐻, which is called the feature space. The equation of the 

new classification function is obtained as follows: 

𝑓(𝑥) = 𝑠𝑔𝑛(∑ 𝑦𝑖𝑎𝑖

𝑁

𝑖=1

. 𝐾(𝑥𝑖 , 𝑥𝑗) + 𝑏 … (8) 

The type of kernels that this research use is kernel polynomial and linear kernel to compare the 

accuracy both classification process with SVM. Polynomial kernel function and linear is defined as[5]: 

1. 𝐾(𝑥𝑖 , 𝑥𝑗 ) = (𝑥𝑖 , 𝑥𝑗 + 1)𝑑, where d represent the degree of Polynomial Kernel Function. … 

(9) 

2. 𝑦(!)(𝑤𝑇𝑥(𝑖) + 𝑏) ≥ ∈  {1, 2, … , 𝑁} … (10) 

2.4.  Evaluation Method 

Evaluation method in this classification for see the performance of the models in this research is used 

performance evaluation. Performance evaluation is step that can see significant of the model. The 

evaluation is performed accuracy, precision, and recall. The performed measuring by the value of True 

Positive (TP) which indicates the positive data entered into the system is detected correctly by the 

system, True Negative (TN) indicates negative data entered into the system is detected incorrectly by 

the system False Positive (FP) indicates the negative data entered into the system is detected correctly 

by the system, and False Negative (FN) indicates positive data entered into the system is detected 

incorrectly by the system.  

They will be used to evaluate the performance of the proposed technique. The measures are computed 

using the following equation [10]:  
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 Accuracy  = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
  = 

CKD diagnosed properly

𝑡𝑜𝑡𝑎𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
 … (11) 

 Precision  =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
     … (12) 

 Recall  = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
     … (13) 

3.  Result and Discussion 

3.1.  Microarray dataset of gene expression CKD 

This research use GSE97709 dataset microarray on NCBI. Plasma transcriptome profiling in patients 

with chronic kidney disease and the url address can be accessed for free on the following page 

https://www.ncbi.nlm.nih.gov /geo/query/acc.cgi?acc=GSE97709. Data set includes 159 samples, 48 

training and testing data samples 22 control samples and 26 CKD samples. 111 sample as validation 

data, 13 controls and 98 CKD samples. Data set division can be seen in Table 1.  

Table 3 Division of DNA microarray data on GEO NCBI. 

 Health CKD Total 

Training Set 5 30 35 

Testing Set 8 5 13 

Total 13 35 48 

3.2.  Experiment Result 

The experimental results for this microarray data are obtained by representing data in the form of 

matrices with sizes m x n with rows representing samples and columns as features or in this research 

genes. Each element value in the matrix is expression level of gene, which will then be extracted 

features, feature selection and classification to it. 

In this research, the first extraction feature is done to make the desired matrix data, then a feature 

selection is done by reducing the column from the matrix to parse the number of features, only features 

that are relevant to SVM-RFE and SVM-RPSO data are selected. Then the classification process is 

carried out on new data. Where classification in this research will compare the accuracy of SVM 

performed on SVM-RFE results data and SVM-RPSO results data. This is done to look for algorithms 

feature selection which is better accuracy in selecting features using the SVM-RFE method or SVM-

RPSO method. SVM is used to use the Gaussian-RBF kernel function Kernel with σ = 0.05 and 

polynomial kernel with degree = 3. 

 

 

 

 

Figure 1. The performance comparison of SVM, SVM-RFE, and SVM-RFE-PSO methods using SVM 

linear. 
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Figure 2. the performance comparison of SVM, SVM-RFE, and SVM-RFE-PSO methods using SVM 

polynomial kernel degree = 3. 

 

Table 4. Accuracy % of classification (SVM Kernel Linear).0 

Measure SVM SVM-RFE SVM-RFE-PSO 

Genes 19.312 50 250 

Accuracy 66 80 80 

Precision 70 70 70 

Recall 70 100 85.71 

Table 5. Accuracy of Classification (SVM Kernel Polynomial Degree = 3). 

Measure SVM SVM-RFE SVM-RFE-PSO 

Genes 19.312 50 250 

Accuracy 86.67 % 66.67 % 86.67 % 

Precision 77.78 % 62.5 % 85.71 % 

Recall 80 % 71.42 % 85.71 % 

As the result based on the Tables 4 and 5 and Figures 1 and 2 we can see that the accuracy, precision 

and recall of the dataset have classified showed that SVM-RFE with optimization PSO has a better 

performance than using SVM as classifier and selection features based SVM-RFE.  

Classification using SVM by using a polynomial kernel with a degree = 3 as a whole looks better 

than linear SVM in this data usage. The selection of features in the classification using the polynomial  

kernel SVM above shows that between SVM-RFE and SVM RFE PSO or in this study we call RPSO 

sheamed SVM has a higher standard, with accuracy, precision and recall, which is better with the use of 

the best features based on PSO with 250 features.  

4.  Conclusion 

The current gene data microarray is a tool that can profiling gene expression and has been proven to be 

a value that determines the classification of complex diseases such as cancer and chronic diseases. But 

the progress of the development of knowledge about genes at this time makes information even bigger, 

or data becomes high dimension where in processing data becomes time consuming, memory, and cost. 

Therefore, it is necessary to have a method that can make the data processing process faster, namely the 

use of machine learning with optimization in the feature selection stage. Where by using an optimization 

process using PSO particle swarm optimization with SVM - RFE is expected to be able to choose the 
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optimal feature that can classify gene expressions from CKD data on GEO with 159 samples divided 

into 48 training and testing data samples 22 control samples and 26 CKD samples. 111 sample as 

validation data, 13 controls and 98 CKD samples. 

As a result, it is seen in Tables 4 and 5 that the average performance of the data set processed with 

RPSO-SVM is better than just using SVM without feature selection stages with 81.48 %, RPSO-SVM 

is also better than SVM-RFE and then classified using SVM with 86.03 %. Overall the process of 

classification using SVM with 3 degree polynomial kernels and linear is better by using linear. 

Therefore, it can be concluded that the processing of CKD GSE97709 dataset microarray on NCBI By 

using RPSO-SVM and classification using kernel-based SVM better than SVM-RFE with ordinary RFE 

and SVM better with accuracy results higher than the others. 
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