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Abstract. Sinusitis is an inflammation of the sinus wall, a small cavity interconnected through 

the airways in the skull bones. It is located on the back of the forehead, inside the cheek bone 

structure, on both sides of the nose, and behind the eyes. Chronic sinusitis is caused by 

infection, growth of nasal polyps, or irregularities of the nasal septum. This condition can 

affect teenagers, adults, and even children. To classify sinusitis we use Kernel Based Fuzzy C-

Means (FCM) Clustering Algorithm, which is the development of Fuzzy C-Means (FCM) 

Algorithm. FCM is one of the widely used clustering technique. FCM algorithm comprises of 

sample points used to make whole and sub vector spaces according to the size of the distance. 

However, when non-linear data is separated, the convergence is inaccurate and slow. To 

overcome this problem, a Kernel-Based Fuzzy C-Means algorithm that makes use of kernel 

functions as a substitute for Euclidean distance utilized. It maps out samples to high-

dimensional space to increase the differences between cluster centres, so they can overcome 

FCM deficiencies and improve linear machine capabilities. Data was obtained from the 

laboratory of Radiology at Cipto Mangunkusumo National General Hospital, Indonesia, with a 
100% accuracy. 

1.  Introduction 

Sinusitis is the inflammation of the paranasal sinuses lining [1, 2, 3]. When it occurs with rhinitis, it is 

known as rhinosinusitis [2, 4]. Sinus is a small cavity that is connected through the airways inside the 

skull. Sinus is located in the back bone of the forehead, the inner structure of the cheekbones, both 

sides of the nose and behind the eyes [5]. There are some classifications of sinusitis, they are; acute 

sinusitis, subacute sinusitis,chronic sinusitis, and recurrent sinusitis[6]. Chronic sinusitis occurs if 

there is an inflammation of the paranasal sinuses for more than 12 weeks [2]. It can be caused by 

infection, sinus growth (nasal polyps) or nasal septal deviation [2, 3, 6]. This condition is common in 

teenagers and adults, but can also affect children [6].  

Chronic sinusitis often occurs together with inflammation of the nasal airways.  When it is 

preceded by rhinitis symptoms, the condition is known as chronic rhinosinusitis (CRS) [2]. CRS can 

manifest with and without nasal polyps, and allergic fungal rhinosinusitis [2]. Most often it occurs 

because of unresolved acute sinusitis [2].  

Factors that can increase the risk of sinusitis in adults are fungal and dental infections, nose injury, 

enlarged glands adenoids, smoking (smokers), inhaling cigarette smoke (passive smoking), diving, 

swimming, and presence of strange objects in the nose [6].  

mailto:rustam@ui.ac.id
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When a person experiences at least 2 out of any of these 4 signs and symptoms, they might be 

prone to chronic sinusitis. These symptoms include inflammation of the nose, swollen around the eyes, 

cheeks, nose or forehead, thick colour liquid coming out of the nose or the fluid flowing from the back 

of the throat (postnasal drainage), lack of the sense of smell and taste in adults or coughing in children, 

and nasal obstruction which causes difficulty in breathing through the nose [5].  

Chronic sinusitis is usually as a result of allergies or exposure to environmental pollutants [1]. To 

prevent recurrence, diligently wash your hands, drink more water, get an annual flu vaccine, avoid 

stress, consume nutritious foods, avoid allergens in the environment, and keep up oral health [5].  

Some common treatments for chronic sinusitis are as follows [2]:  

Antimicrobial treatment. The use of antibiotics depends on the type of sinusitis that the patient 

has. In using antibiotics, several things such as effectiveness, costs, and side effects should be 

considered [7]. Antibiotics are used for sinusitis caused by bacteria [6, 8]. Anti-microbial treatments 

are usually carried out for up to one and a half months or more and should not be stopped until the 

patient shows no further symptoms. This is because inadequate treatment will increase the possibility 

of relapse. Chronic sinusitis is more difficult to treat, because it is usually associated with nasal 

polyps, asthma, and respiratory diseases [9]. However, daily saline irrigation with topical cortical 

steroid therapy is considered the main therapy for its treatment [2].  

Symptomatic treatment. Symptomatic treatment is performed when the symptoms of chronic 

sinusitis occur. Therapies such as humidification / vapor, maintain nutritional balance, abstinence from 

smoking, warm compresses, and fulfilment of body fluid requirements [1, 6]. 

Surgical treatment. Surgical treatment is used in addition to the use of medicines in cases. It is 

generally done for cases that are difficult to treat and have performed anatomical examinations. The 

purposes are to regulate mucosal resistance and restore sinus ventilation with the goal of rebuilding the 

mucociliary framework. Surgical efforts to rebuild the mucous cover are aggravated. The foundation 

of utilitarian endoscopic sinus surgery (FESS) simplifies the elimination of disease by rebuilding 

aeration and adequate drainage of the sinuses by establishing patent ostiomeatal complexes, 

eliminating severe polyposis, and not jeopardizing normal nose function [2]. 

There are several types of tests that the doctors may carry out to determine if a patient is diagnosed 

with sinusitis. These include [6]: 

Allergy test. If you suspect that sinusitis is caused by a certain allergen, your doctor will carry out 

an allergic test through the skin. This type of test is safe and fast, and can help to decide the type of 

allergen [6]. 

Nasal endoscopy. Check by using an endoscope to see the inside of the sinus [6].  

Imaging test. CT scans or MRI is used to get a detailed description of the area of the sinuses 

around the nose, such as inflammatory conditions or blockages that are difficult to detect with 

endoscopy [6]. 

In this experiment, we used data that are obtained from the Laboratory of Radiology at Cipto 

Mangunkusumo National General Hospital, Indonesia. To classify sinusitis in patients we made us of 

Kernel Based Fuzzy C-Means (FCM) Clustering Algorithm, which is the development of Fuzzy C-

Means (FCM) Algorithm. FCM algorithm has the sample points that can be used to make vector 

space, which can futher be divided into sub-spaces according to the size of the distance [10]. But, 

when non-linear data is separated, the convergence is inaccurate and slow [11]. To overcome this 

problem, a Kernel-Based Fuzzy C-Means algorithm that uses kernel functions as a substitute for 

Euclidean distance is used to map samples to high-dimensional space and to increase the differences 

between cluster centers, so they can overcome FCM deficiencies traditional and improve linear 

machine representation capabilities [12].  

2.  Methods 

2.1.  Clustering 

With the development of technology, the number of existing data is becoming enormous, leading to 

what is known as Big Data. To solve problems related to this, machine learning is required [13].  

https://translate.google.com/translate?hl=en&prev=_t&sl=auto&tl=en&u=https://www.alodokter.com/cari-rumah-sakit/rheumatologi/tes-alergi
https://translate.google.com/translate?hl=en&prev=_t&sl=auto&tl=en&u=https://www.alodokter.com/cari-rumah-sakit/radiologi/ct-scan
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Clustering is the process of entering data points with similar and dissimilar attributes into their 

different groups. Members of a cluster show similar characteristics with grouping based on proximity 

measurements or data point attributes [10].  

2.2.  Fuzzy C-Means Clustering 

Among the types of clustering algorithms that exist, one of the commonly used is Fuzzy C-Means 

Clustering. This algorithm has the sample points that can be used to make vector space, which can 

further be divided into sub-spaces according to the size of the distance [10]. 

For data sets 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑚} ⊆  ℜ𝑑, defined 𝒏 × 𝒄 Membership Matrix 𝑈 = [𝑈𝑖𝑗], 1 ≤ 𝑖 ≤

𝑛, 𝑎 ≤ 𝑗 ≤ 𝑐, and the Cluster Centre 𝑽 = {𝒗𝟏, 𝒗𝟐, … , 𝒗𝒄} where each object in 𝑽 is an element of d-

dimensional Euclidean Space [11, 14, 15]. 

 

The mathematical model of Fuzzy C-Means Clustering is as follows [11, 14, 15]: 

𝐽(𝑈, 𝑉) = 𝑚𝑖𝑛 ∑ ∑ (𝑢𝑖𝑗)𝑚𝑑2(𝑥𝑖 , 𝑣𝑗)𝑐
𝑗=1

𝑛
𝑖=1  (1) 

Subject to  
∑ 𝑢𝑖𝑗 = 1, 𝑖 = 1,2, … , 𝑛𝑐

𝑗=1   (2) 

∑ 𝑢𝑖𝑗 > 0, 𝑖 = 1,2, … , 𝑐𝑛
𝑖=1   (3) 

𝑢𝑖𝑗  ∈  [0,1], 𝑗 = 1,2,3, … , 𝑐 (4) 

Where 𝒅 is distance or dissimilarity function and 𝒎 ∈ [1, ∞) is the fuzziness degree for 

partitioning.  

 

Centre of the cluster is updated using [11, 14, 15]:  

𝑣𝑗 =
∑ 𝑢𝑖𝑗

𝑚𝑥𝑖
𝑛
𝑖=1

∑ 𝑢𝑖𝑗
𝑚𝑛

𝑖=1
, 𝑗 = 1,2, … , 𝑐  (5) 

 

The membership values are updated using [11, 14, 15]:  

𝑢𝑖𝑗 = (∑ (
𝑑(𝑥𝑖,𝑣𝑖

𝑡)

𝑑(𝑥𝑖,𝑣𝑡
𝑗

)
)

2

𝑚−1
𝑐
𝑗=1 )

−1

, 1 ≤ 𝑖 ≤ 𝑛 (6) 

 

FCM classification accuracy depends on the type of data. When non-linear data is separated, the 

convergence is inaccurate and slow [11]. To resolve this problem, the data set are transform to another 

feature space with higher dimensions so that the data can be separated [12]. 

2.3.  Kernel Function 

Kernel Function defined as 𝑘(𝑥, 𝑦) = 〈∅(𝑥), ∅(𝑦)〉 where 〈∅(𝑥), ∅(𝑦)〉 is inner product.  

𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑛} ϲ 𝑅𝑑, 𝑥𝑖 ∈  𝑅𝑑. Where  ∅ ∶  𝑅𝑑 → 𝐹 , 𝑹𝒅 is data space, F is feature space, and 𝒙, 𝒚 

are object in data space. 

 

By using kernel function, distance between ∅(𝑥) and ∅(𝑦) defined as [11, 15, 16]: 

𝑑2(∅(𝑥), ∅(𝑦)) = ‖∅(𝑥) − ∅(𝑦)‖2    (7) 

           = ∅(𝑥)𝑡∅(𝑥) − 2∅(𝑥)𝑡∅(𝑦) +∅(𝑦)𝑡∅(𝑦) (8) 

           = 𝑘(𝑥, 𝑥) − 2𝑘(𝑥, 𝑦) + 𝑘(𝑦, 𝑦)  (9) 

2.4.  Kernel Based Fuzzy C-Means 

By combining Fuzzy C-Means Clustering and Kernel Function, Kernel Based Fuzzy C-Means 

Clustering was obtained with the mathematical model as follows:  

𝐽(𝑈, 𝑉) = 𝑚𝑖𝑛 ∑ ∑(𝑢𝑖𝑗)𝑚 𝑘(𝑥𝑖 , 𝑥𝑖) − 2𝑘(𝑥𝑖 , 𝑣𝑗) + 𝑘(𝑣𝑗 , 𝑣𝑗)  (10) 

Subject to 
∑ 𝑢𝑖𝑗 = 1, 𝑖 = 1,2, … , 𝑛𝑐

𝑗=1     (11) 
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∑ 𝑢𝑖𝑗 > 0, 𝑗 = 1,2, … , 𝑐𝑛
𝑖=1    (12) 

𝑢𝑖𝑗  ∈  [0,1], 𝑗 = 1,2,3, … , 𝑐   (13) 

 
The cluster center is updated using [14, 15]:  

𝑣𝑗 =
∑ 𝑢𝑖𝑗

𝑚𝑥𝑖
𝑛
𝑖=1

∑ 𝑢𝑖𝑗
𝑚𝑛

𝑖=1
, 𝑗 = 1,2, … , 𝑐   (14) 

 

The membership values updated using:  

𝑢𝑖𝑗 =
∑ (𝐾𝑖𝑖−2𝐾𝑖𝑗+𝐾𝑗𝑗)

𝑏𝑐
𝑗=1

∑ (𝐾𝑖𝑖−2𝐾𝑖𝑘+𝐾𝑘𝑘)𝑏𝑐
𝑘=1

, 1 ≤ 𝑖 ≤ 𝑛, 1 ≤ j ≤ 𝑐  (15) 

Where 𝑏 = −
1

𝑚−1
 and 𝐾𝑖𝑖 = 𝑘(𝑥𝑖, 𝑥𝑖), 𝐾𝑖𝑗 = 𝑘(𝑥𝑖 , 𝑣𝑗), 𝐾𝑗𝑗 = 𝑘(𝑣𝑗 , 𝑣𝑗), 𝐾𝑖𝑘 = 𝑘(𝑥𝑖 , 𝑣𝑘), 𝐾𝑘𝑘 =

𝑘(𝑥𝑘 , 𝑣𝑘) 
 

For each iteration, the fuzziness degree will be different, namely [15]:  

𝑚 = 𝑚𝑖 +
𝑡

𝑇
(𝑚𝑓 − 𝑚𝑖)   (16) 

 

Where 𝒎𝒊 and 𝒎𝒇 are the initial value and end value of 𝑚, respectively.  

Kernel Based Fuzzy C-Means Algortithm [15]: 

Input : 𝑿, 𝒄, 𝒎𝒊, 𝒎𝒇, 𝜺, 𝑻 

Output: 𝑼 dan  𝑽 

1. Intial condition: 

𝑉0 = [ 𝑣1,  𝑣2, … , 𝑣𝑐], 𝑣𝑗  ∈ 𝐶𝑗  

2. For 𝑡 = 1 to 𝑇 

3. 𝑚 = 𝑚𝑖 + 
𝑡(𝑚𝑓−𝑚𝑖)

𝑇
 

4. 𝑏 = −
1

𝑚−1
 

5. Update membership 

𝑢𝑖𝑗 =
∑ (𝐾𝑖𝑖−2𝐾𝑖𝑗+𝐾𝑗𝑗)

𝑏𝑐
𝑗=1

∑ (𝐾𝑖𝑖−2𝐾𝑖𝑘+𝐾𝑘𝑘)𝑏𝑐
𝑘=1

, 1 ≤ 𝑖 ≤ 𝑛, 1 ≤ 𝑗 ≤ 𝑐  

6. Update cluster center 

𝑉𝑡 = [ 𝑣1,  𝑣2, … , 𝑣𝑐] where 𝑣𝑗 =
∑ 𝑢𝑖𝑗

𝑚𝑥𝑖
𝑛
𝑖=1

∑ 𝑢𝑖𝑗
𝑚𝑛

𝑖=1
, 𝑗 = 1,2, … , 𝑐 

7. If ‖𝑉𝑡 − 𝑉0‖ ≤ 𝜀 

STOP 

else 

𝑡 = 𝑡 + 1  
8. Go to 2 

3.  EXPERIMENT 

3.1.  Experiment Dataset 

Sinusitis data set is from the Laboratory of Radiology at Cipto Mangunkusumo National General 

Hospital, Indonesia (see Table 1). 
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Table 1. Sinusitis data set samples from the Laboratory of Radiology at Cipto Mangunkusumo 

National General Hospital, Indonesia. 

No Gender Age 

Hounsfield 

Units 

(HU) 

Air 

Cavity 
Diagnosis 

1 1 76 138 -1020 2 

2 1 76 54 -1022 1 

3 2 20 38 -967 1 

4 2 20 24 -992 1 

5 2 20 15 -987 1 

6 2 20 23 -964 1 

 

The data set has 4 attributes, 1 label’s column, and 200 rows. In gender’s columns, 1 refers to male, 

and 2 to female while in the diagnosis’s columns, 1 refers to acute sinusitis, and 2 to chronic sinusitis. 

First, the data set is randomized with 𝑝% taken as the training set, which is used to form the 

classification model. After that, the model is tested with (100 − 𝑝)%  used to examine the 

classification model. To get the accuracy, we following formula is used: 

% 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑ 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑜𝑛 𝑡𝑒𝑠𝑡𝑖𝑛𝑔 𝑠𝑒 𝑡

∑ 𝑎𝑙𝑙 𝑑𝑎𝑡𝑎 𝑠𝑒𝑡
× 100% 

 

4.  RESULT AND DISCUSSION 

The following charts are the result of chronic sinusitis classification by using Kernel Based Fuzzy C-

Means Clustering (see Figure 1-10). 

  

Figure 1. Accuracy of Kernel Based Fuzzy  

C-Means Clustering using  𝛔=0.0001. 

Figure 2.Accuracy of Kernel Based Fuzzy C-

Means Clustering using  𝛔 =0.001. 
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Figure 3. Accuracy of Kernel Based Fuzzy  

C-Means Clustering using 𝛔 =0.05. 

Figure 4. Accuracy of Kernel Based Fuzzy  

C-Means Clustering using 𝛔 =0.1. 

 

 

  
Figure 5. Accuracy of Kernel Based Fuzzy 

C-Means Clustering using 𝛔 =1 

Figure 6. Accuracy of Kernel Based Fuzzy  

C-Means Clustering using 𝛔 =5 

 

  
Figure 7. Accuracy of Kernel Based Fuzzy 

C-Means Clustering using 𝛔 =10 

Figure 8. Accuracy of Kernel Based Fuzzy 

C-Means Clustering using 𝛔=50 
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Figure 9. Accuracy of Kernel Based Fuzzy 

C-Means Clustering using 𝛔 =100 

Figure 10. Accuracy of Kernel Based Fuzzy 

C-Means Clustering using 𝛔 =1000 

 

From the charts above we can be seen that the best accuracy is 100%, by using 90% data training 

and using 𝛔=0.0001, 𝛔=0.05, 𝛔=0.1, 𝛔=1, 𝛔=5, 𝛔=10, 𝛔=50, 𝛔=100, 𝛔=1000. 

The running time for Kernel Based Fuzzy C-Means shown as chart below (see Figure 11). 

 

 
Figure 11. Running Time for Kernel Based Fuzzy C-Means 

 

From the chart above, we can be seen that the fastest running time is close to 0, by using 10% data 

training and 𝛔=0.1, 20% data training and 𝛔=1, 10% data training and 𝛔=5, 10% data training and 

𝛔=10, 10% data training and 𝛔=50, 30% data training and 𝛔=50, 10% data training and 𝛔=50, 10% 

data training and 𝛔=100, 20% data training and 𝛔=1000. 
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By comparing the Fuzzy C-Means and Kernel Based Fuzzy C-Means, the accuracy and running 

time is seen in the chats below (see Figure 12&13). 

  
Figure 12. Accuracy of Fuzzy C-Means 

Clustering 

Figure 13. Running time of Fuzzy C-Means 

Clustering 

 

From the charts above we can see that the best accuracy is 100% by using 90% data training. And 

the fastest running time is close to 0 by using 20%, 40%, 70%, and 80% data training. Information on 

the actual and prediction classification done by a classification system is shown as a confusion matrix 

(see Tables 2 and3). 

 

      Table 2. Confusion matrix using kernel             Table 3. Confusion matrix without kernel 

  
Actual 

 
  

Actual 

 
  Class 1 Class 2 

 
 

  Class 1 Class 2 

Prediction 
Class 1 

48.72 

(TP) 
0.00 (FP) 

 
Prediction 

Class 1 
52.63 

(TP) 
0.00 (FP) 

Class 2 2.56 (FN) 48.72 (TN) 

 

Class 2 0.00 (FN) 47.37 (TN) 

From the confusion matrixes above, other parameters can be computed that can also be used to 

compare the two methods. These are precision, recall, and f1 score. Precision is ability of a 

classification model to return only relevant instances, recall is the act of identify all relevant instances, 

while F1 score is single metric that combines recall and precision using the harmonic mean (see Table 
4) [17]. 

Table 4. Table of Accuracy, precision, recall, and F1 score for Fuzzy C-Means and Kernel Based 

Fuzzy C-Means 

 Formula Fuzzy C-Means 
Clustering 

Fuzzy Kernel Based C-Means 
Clustering 

Accuracy Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 1 0,9744 

Precision Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 1 1 

Recall Recall = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 1 0,95 
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F1 Score 
2 ×

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

1 0,974 

From the table above, we can be see that Kernel Based Fuzzy C-Means has high values though not 

bigger that Fuzzy C-Means. It can be concluded that the weakness of this experiment lies in the 

researcher’s inability to prove that the Kernel Based Fuzzy C-Means is better than Fuzzy C-Means in 

classifying chronic sinusitis.  

5.  CONCLUSION AND FUTURE WORK 

From the figures, it can be concluded that Kernel Based Fuzzy C-Means has high accuracy with the 

best accuracy obtained at 100%, by using 90% data training and using 𝛔=0.0001, 𝛔=0.05, 𝛔=0.1, 𝛔=1, 

𝛔=5, 𝛔=10, 𝛔=50, 𝛔=100, 𝛔=1000. The fastest running time is close to 0, by using 10% data training 

and 𝛔=0.1, 20% data training and 𝛔=1, 10% data training and 𝛔=5, 10% data training and 𝛔=10, 10% 

data training and 𝛔=50, 30% data training and 𝛔=50, 10% data training and 𝛔=50, 10% data training 

and 𝛔=100, 20% data training and 𝛔=1000. For the next step, a bigger data is used to illustrate that 

Kernel Based Fuzzy C-Means is better than Fuzzy C-Means. 
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