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Abstract. Diabetes mellitus or commonly referred as diabetes is a metabolic disorder caused by 

high blood sugar level and the pancreas does not produce insulin effectively. Diabetes can lead 

to relentless disease such as blindness, kidney failure, and heart attacks. Early detection is needed 

in order for the patients to prevent the disease being more severe. According to the non-normality 

and huge dataset in medical data, some researchers use classification methods to predict 

symptoms or diagnose patients. In this study, Learning Vector Quantization (LVQ) is used to 

classify the diabetes dataset with Chi-Square for feature selection. The result of the experiment 

shows that the best accuracy is achieved at 80% and 90% of the data training and the performance 

measurement, which are precision, recall, and f1 score are the highest when the model contains 

all the features in the dataset. 

1.  Introduction 

Diabetes is a metabolic disease that is becoming a serious problem around the world, caused by high 

blood sugar level as the pancreas does not effectively produce insulin, a hormone that controls levels of 

glucose in the blood [1]. Human cells need glucose for their energy, but unfortunately the cells cannot 

convert glucose into energy directly. Therefore, insulin is needed to help the cell absorbing the glucose 

from the blood. The glucose that has been converted into energy will be used for human activity or 

stored as fat.  

According to the International Diabetes Federation, over 425 million people are currently affected 

worldwide, with severe development such as causing blindness, kidney failure, and heart attacks [2]. 

Although it is a difficult and incurable disease, it can be controlled, preventing it from developing. It is 

important for sufferers to be aware of the disease as early as possible, often by using several mathematic 

methods to predict it. 

In medical research, the data presented are usually huge. Data Mining methods has an ability to 

visualize the data in medical fields which can later be used for various kinds of predictions. One of data 

mining techniques that is useful to categorize and predict symptoms in medical data is classification. 

The classification method can categorize the information in medical diagnostic field which is usually 

vague and incomplete, furthermore it will help much in decision making [3].  

There are several classification methods that has been studied by researchers such as Support Vector 

Machine, Decision Tree, and Neural Network [4]. Neural network performs based on the work of human 

mind. It has an ability to extract pattern and detect a complex trend. LVQ is one of the neural network 

method that works by applying ‘winner take all’ strategy. In LVQ, the winning vector is vector that has 

the smallest Euclidean distance.    
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Research using data mining techniques that classify diabetes use feature selection, or applied 

Learning Vector Quantization method for prediction, some being: Sahan et al (2005) adopted Attribute 

Weight Artificial Immune System (AWAIS) in their work as collected by using 10-fold cross validation. 

It earned 75.87% accuracy for the Pima Indians Diabetes datasets [5]. D. Enachescu et al (2005) 

examined breast cancer prediction using LVQ and found that the accuracy for this prediction ranged 

from 77% to 100%. The result varies because it depends on the parameters used in the LVQ [6]. M. 

Sinecen et al (2009) proposed some Artificial Neural Networks (ANN) method for prostate cancer 

diagnosis. The result shown that between single hidden layer ANN, two hidden layer ANN, LVQ ANN, 

and RBF ANN, the FF2 ANN received the highest accuracy of 85.8% [7]. Kumari A, et al (2013) 

proposed a Radial based Kernel Support Vector Machine for diabetes data classification. They use the 

data from UCI Repository which is trained and tested using the SVM classifier. The model received 

65.8% accuracy for the training data and 78.2% accuracy for those tested [8]. Saravananathan et al 

(2016) analyzed diabetic data using several classification methods so that they could compare which has 

the highest accuracy. The methods presented by this work are J48, k-Nearest Neighbor (k-NN), SVM, 

and Regression Tree CART. The proposed work used WEKA software to calculate the execution time 

and error rate. The result found that J48 method performed the best accuracy of 67.16% compared with 

others [3]. Sisodia et al (2018) used Naïve Bayes classification for early detection of diabetes disease. 

The highest accuracy from this method is at 76.7% [9]. Z. Rustam et al (2018) adopted SVM and Fuzzy 

C-Means for intrusion detection system. The research found that FCM performed a higher accuracy at 

95.09% than the SVM method at 94.43% [10].   

In this study, a learning vector quantization method is used to classify the diabetes dataset achieved 

from Kaggle online database [11]. The chi-square feature selection was employed and compared the 

accuracy for the features and selected all those that were relevant.  

2.  Methods 

2.1.  Data 

The dataset used in this paper is retrieved from Kaggle’s Diabetes Dataset [11].  The dataset contains 8 

features with 1 class and 2001 instances. The features are described in Table 1.  

 

Table 1. Description of The Features in Dataset 

No. Feature Name Feature Abbreviation 

1. Pregnant preg 

2. Plasma Glucose Concentration gluc 

3. Blood Pressure dbp 

4. Skin Thickness sft 

5. Insulin ins 

6. Body Mass Index (BMI) bmi  

7. Diabetes Pedigree Function  dbf 

8. Age age 

9. Diabetic or Non-Diabetic cl 

 

2.2.  Chi-square Feature Selection 

Chi-square feature selection is one of the filter method as a part of supervised feature selection [12]. In 

order to find the best features or the features order from the most prominent one, calculate the 𝜒2 score 

for each feature X, and begin by building Table 2. As seen in Table 2, the set of training set has 2 classes, 

which are 1 and 0. After that, calculate the expected value (𝐸), for each P, Q, R, S using Equation 1. 
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𝐸𝑃 = (𝑃 + 𝑅)
𝑃 + 𝑄

𝐶
 (1) 

Consequently, use Equation 4 to calculate the 𝜒2 score. Equation 4 is obtained from Equation 3 and 

Equation 2.  

𝜒2 =
1

𝑑
∑

(𝑂𝑘 − 𝐸𝑘)2

𝐸𝑘

𝑛

𝑘=1

 (2) 

𝜒2 =
(𝑃 − 𝐸𝑃)2

𝐸𝑃
+

(𝑄 − 𝐸𝑄)
2

𝐸𝑄
+

(𝑅 − 𝐸𝑅)2

𝐸𝑅
+

(𝑆 − 𝐸𝑆)2

𝐸𝑆
 (3) 

𝜒2 =
𝐶(𝑃𝑆 − 𝑅𝑄)2

(𝑃 + 𝑅)(𝑄 + 𝑆)(𝑃 + 𝑆)(𝑅 + 𝑄)
 (4) 

 

After calculating the 𝜒2 score, the features chosen are those with the maximum 𝜒2 score.  

 

Table 2. Chi Square Feature Selection Table 

 Class 1 Class 0 Total 

X exist P Q P+Q=B 

X not exist R S R+S=C-B 

Total P+R=A Q+S=C-A C 

 

2.3.  Learning Vector Quantization (LVQ) 

LVQ is a derivative form of the artificial neural network which uses supervised learning and nearest 

neighbor pattern classifier [13]. It adopted competitive learning and has a similar architecture with the 

Kohonen Self Organizing Map (SOM) founded by Prof. Teuvo Kohonen in 1982. The basic concept of 

this method is to get as near as possible to the distribution of input vector in order to minimize the error 

of classification. This can be done by calculating the Euclidean distance between the input vector and 

weight vector [14]. The smallest Euclidean distance will be called as the winning vector, where the 

winning vector will be updated and continued until the termination condition [15]. For more details on 

the process, the algorithm of LVQ training can be described as follows: 

 

Step 1: Initialized the initial weight vector with learning rate 𝛼 

Step 2: For each input 𝑥, calculate the Euclidean distance and choose the winning vector with the 

minimum Euclidean distance using Equation 5. 

𝐷(𝑗) = √∑ (𝐱𝒊 − 𝐰𝐢𝐣)
2𝑛

𝑖=1
 (5) 

with 𝑥 as the input vector, 𝑤 as the weight vector (winner), and n as the number of attributes [8]. 

Step 3: Update the weight vector using Equation 6 if the class in the in the neuron 𝑗 is equal to the 

target 

𝐰𝐣(𝑛𝑒𝑤) = 𝐰𝐣(𝑜𝑙𝑑) + 𝛼[𝑥 − 𝐰𝐣(𝑜𝑙𝑑)] (6) 

Step 4: Update the weight vector using Equation 7 if the class in the in the neuron 𝑗 is not equal to 

the target 

𝐰𝐣(𝑛𝑒𝑤) = 𝐰𝐣(𝑜𝑙𝑑) − 𝛼[𝑥 − 𝐰𝐣(𝑜𝑙𝑑)] (7) 

Step 5: Perform steps 3 and 4 for each input vector in the training 

Step 6: Reduce 𝛼 
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Step 7: Until specified number of epoch is reached, repeat step 2 to 6 

Step 8: Test for stopping condition  

2.4.  Statistical Measures 

In this paper, we evaluate our proposed method with several measurements that can be described in 

Table 3 and Table 4. 

Table 3. Confusion Matrix 

Actual Vs. Predicted Positive Negative 

Positive TP FP 

Negative FN TN 

 

Table 4. Terminology of Statistical Measurement [5] 

Name Formula Function 

Accuracy (A) 
𝐴 =

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Measurement of the algorithm in 

prediction 

Precision (P) 
𝑃 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Measure classifier correctness 

Recall (R) 
𝑅 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Measure classifier sensitivity or 

completeness 

F1 Score (F1) 
𝐹1 = 2 ×

𝑃 ×  𝑅

𝑃 + 𝑅
 

Measure the weighted average of the 

precision and recall  

  

3.  Experimental Results 

The diabetes dataset contains 8 features with 1 class as described in Section 2. There are 2001 instances 

from the dataset. Before getting into the classification process, we perform chi-square feature selection 

in order to determine the features that are significant for the model. Later on, we evaluate the selected 

features with learning vector quantization classifier. From experimental result, we get the feature order 

based on the maximum value or the 𝜒2 score, where it can be seen in Table 5.  

After applying the feature selection, the dataset is then classified using the Learning Vector 

Quantization based on the feature selected. The accuracy from each number of features are shown in 

Table 6. As illustrated, the accuracy is very high for the 80% and 90% of data training. From Table 6, 

we also evaluate our model with accuracy precision, recall, and F-1 score for 80% percentage of data 

training. In Figure 1, it shows the comparison of the model performance for 1 feature, 2 features, 3 

features, 4 features, and all features without selection. 

Based on the model performance shown in Figure 1, it can be observed that the model performance 

increase as the number of features increases. The highest performance is reached by 8 features, which 

means that model without feature selection. From this output, we can conclude that all the features in 

the dataset are significant for the prediction. With the chi-square feature selection, we may acknowledge 

the features order from the most significant to the least significant. Based on the 𝜒2 score, the features 

order is: Pregnant, Blood Pressure, Age, Skin Thickness, Glucose, Insulin, Body Mass Index (BMI), 

and Diabetes Pedigree Function. 
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Table 5. Chi Square Feature Selection 

Number of Features Selected Features 

1 ‘preg’ 

2 'preg', 'dbp' 

3 'preg', 'dbp', 'age' 

4 'preg', 'dbp', 'age', 'sft' 

5 'preg', 'dbp', 'age', 'sft', 'gluc' 

6 'preg', 'dbp', 'age', 'sft', 'gluc', 'ins' 

7 'preg’, 'dbp', 'age', ‘sft', 'gluc', 'ins', 'bmi' 

8 (without feature selection) 'preg’, 'dbp', 'age', ‘sft', 'gluc', 'ins', 'bmi', 'dbf' 

 

Table 6. Accuracy based on % Data Training 

% Data 

Training 

Accuracy of i Features (%) 

1 2 3 4 5 6 7 8 

10 70.71 70.15 70.65 71.98 70.09 70.82 69.93 70.54 

20 79.61 78.92 78.99 78.55 79.17 79.30 78.49 78.99 

30 84.70 84.70 84.56 84.63 84.63 84.70 84.70 84.63 

40 99.33 99.33 99.33 99.33 99.33 99.33 99.33 99.33 

50 99.20 99.20 99.20 99.20 99.20 99.20 99.20 99.20 

60 99.00 99.00 99.00 99.00 99.00 99.00 99.00 99.00 

70 98.66 98.66 98.66 98.66 98.66 98.66 98.66 98.66 

80 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 

90 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 

 

 

 
Figure 1. Model Performance 
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4.  Conclusion 

In this paper, we have developed Chi-Square feature selection and Learning Vector Quantization for the 

diabetes dataset. Chi-square is applied to recognize the feature's significance for the prediction of 

diabetes. It can also help to sort the features from the most prominent to the least. To evaluate the model, 

the performance indicators for this data are accuracy, sensitivity, recall or precision, and f1 score. 

From the experimental result, we can conclude that the highest accuracy for diabetes dataset using 

chi-square feature selection and LVQ can be obtained at 80% and 90% data training. Because the 

accuracy is 100% for all features, the model presented is good for the dataset. By this result, the user of 

this method can choose how many features they want to use to get the desired accuracy.  

Although LVQ has given good performance for diabetes data classification, LVQ still has both 

advantages and disadvantages. The advantages include summarizing large dataset into small size vector 

for classification, the model produced can be updated and adjusted gradually, and the algorithm and 

formula is relatively easy to understand. On the other hand, the disadvantages are the model needs to 

calculate distance for each attribute and the accuracy and performance is influenced by some parameters 

used including learning rate and epoch rate, and initial weight vector.   

For future research, it is recommended to apply this method for another dataset or to predict another 

disease. It is considered to use the dataset with a lot of features so later on it can be tested if the feature 

selection is significant to increase the accuracy for the model. By doing this research, it is hoped that 

the result is better than the traditional methods and will be helpful across the medical fields.  
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