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Abstract. Acute sinusitis is an inflammation of the sinus which causes the cavity around the 

sinus to swells due to accumulated mucus. It makes the patient experience difficulty in breathing 

through the nose. Generally, it is caused by the common cold, and in most cases, the patient 

recovers within seven to ten days. However, persistent acute sinusitis can cause severe infections 

and other complications. Therefore, it requires timely detection and more accurate method of 

classification. Many techniques have been used to classify acute sinusitis but, in this study, the 

machine learning methods which includes Kernel Spherical K-Means (KSPKM) and Support 

Vector Machine (SVM) was applied. SPKM is the application of K-Means, in this research, it 

was modified by changing the inner product with kernel function to ensure linear data separation 

on higher dimensions for the maximization of SPKM performance. The SVM is a binary 

classification method that helps to create a model with good generalization ability. We used CT 

scan result data from RSCM, Central Jakarta. Simulations were performed with different 

percentage of training data. The results were compared in terms of Accuracy and Running Time. 

The score showed that the performance of KSPKM attained an accuracy rate of 97%, while SVM 

reached 90%. 

1.  Introduction 

Sinusitis is an inflammation of the sinus wall [1]. It is a small cavity that is interconnected through the 

airways in the skull bones [1]. Sinus is located on the back of the forehead bone, inside the cheekbone 

structure, on both sides of the nose, and behind the eye [1]. The sinus produces mucus which is useful 

for filtering and cleansing bacteria and other particles in the inhaled air [1]. Furthermore, the sinus also 

ensures proper regulation of temperature and humidity of the air entering the lungs [1]. 

In line with the duration, sinusitis is divided into four types, namely acute sinusitis, sub-acute 

sinusitis, chronic sinusitis, and recurrent sinusitis [1]. The focus of this research is on acute sinusitis. It 

is the most common type of sinusitis with duration of 2-4 weeks. It is caused by common cold [1]. It 

causes the sinus cavity to become inflamed and swollen due to the accumulated mucus [2]. The presence 

of accumulated mucus usually leads to difficulty breathing through the nose [2]. The swelling of the 

sinus cavity causes headache [2]. In most cases, home remedies are the most effective solution for 

treating acute sinusitis [2]. However, sinusitis occurs many times and lasts longer causing serious 

infections and complications such as meningitis, impaired vision, loss of sense of smell, and spread of 

infection in the sinuses to the bones or skin [1]. 
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Diagnose a patient of acute sinusitis, an examination from the radiology agency is needed. A common 

method of diagnosis employed during examinations is an imaging test using Computed Tomography 

Scanning (CT scan) or Magnetic Resonance Imaging (MRI). They are used to obtain a detailed 

description of the sinuses area and nose including the condition of inflammation or blockage [1]. Most 

acute sinusitis caused by a virus can heal on their own [1]. However, if it caused by a bacterial infection, 

the use of antibiotics is required to prevent the spread of the infection [1]. 

In the health sector, many methods have been carried out to diagnose acute sinusitis. However, this 

study used computational techniques by applying machine learning. A proposal was made for Kernel 

Spherical K-Means (KSPKM) and Support Vector Machine (SVM). SPKM is a development method of 

K-Means for clustering. The SPKM modified by converting the inner products to the kernel function. 

SVM is known as a binary classification method for maximizing the result of classification. By using 

both methods, it is expected to help the health sector to be able to diagnose acute sinusitis more 

efficiently. 

Previous research on the classification of sinusitis, including acute sinusitis, has been performed with 

various methods such as Binary Logistic Regression [3], Automatic Segmentation [4], Imaging Features 

[5, 6, 7], and Anatomical Based Classification [8]. Then, the SPKM method has been used for 

Simulation Modeling [9] and Text Clustering [10]. The SVM method has been used for Classification 

of Schizophrenia [11], Classification of Cancer Data [12, 13], and Classification of Hyper spectral 

Imagery [14], Traffic Incident Detection [15], Intrusion Detection System [16, 17, 18, 19], Face 

Recognition [20, 21], Predicting Bank Failures [22], and Evaluating the Internationalization Success of 

Companies [23].  

2.  Methods 

2.1.  Data 

The data used in this study obtained from the results of the CT scan of the Department of Radiology dr. 

RSUPN Cipto Mangkunsumo (RSCM), Central Jakarta, which consists of four features, and they 

include: Gender, Age of Patient, Air Normal Cavity, HU (Hounsfield Unit) for acute sinusitis, and there 

is one Prediction Class. The data includes 200 observations which are 100 data labeled acute sinusitis 

and 100 data with acute non-sinusitis labels. The display of data shown in the following table:: 

Table 1. Results of CT Scan Acute Sinusitis Data from Department of Radiology, RSCM. 

No. 

Patient 
Gender Age 

Air Normal 

Cavity 
HU 

Prediction 

Class 

1. M 47 -1004 114 0 

2. F 45 -663 93 0 

3. M 20 -890 22 1 

4. F 15 -968 17 1 

5. F 18 -1021 36 1 

 

2.2.  Kernel Function 

The kernel function is given as follows: 

 

𝑲(𝒙𝒊, 𝒙𝒋
′) = 〈𝝋(𝒙𝒊),𝝋(𝒙𝒋)〉 (1) 

 

where 𝜑(𝒙) is a function that maps 𝒙 ∈ 𝑅𝑛 to the feature space. Every time 〈𝜑(𝒙𝑖), 𝜑(𝒙𝑗)〉 appears in 

the classification algorithm, it can be replaced with 𝐾(𝒙𝑖, 𝒙𝑗
′) [24]. By using kernel functions, it is 
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expected that data can be separated linearly on higher dimensions. In this study, the kernel Radial Basis 

Function (RBF) was used with the following formula [25]: 

 

𝑲(𝒙𝒊, 𝒙𝒋
′) = 𝐞𝐱𝐩(−𝜸‖𝒙𝒊 − 𝒙𝒋‖

𝟐
) (2) 

2.3.  Spherical K-Means 

Spherical K-Means (SPKM) is one of the clustering methods used to group data. According to [9], 

SPKM algorithm is found by Shi Zhong and is a K-Means algorithm with cosine similarity or measuring 

the equation between vector data through the inner product. This algorithm aims to maximize objective 

functions [10]: 

 

𝐿 =∑𝒙𝑇𝑉𝑝(𝑥)
𝑥

 

 

where: 

 𝒙 = Data in vector. 

 𝑝(𝑥) = arg𝑚𝑎𝑥𝑝 𝒙
𝑇𝑉𝑝. 

 𝑉𝑝 = Center cluster on cluster to 𝑝. 

 

The Spherical K-Means algorithm is as follows: 

Input: 

 Training data to be used, i.e. 𝒙 = (𝑥1, 𝑥2 , … , 𝑥𝑁), where 𝑁 is the number of the data. 

 Number of cluster (𝑝). 

 Initial cluster center (𝑉), obtained from the mean of each cluster. 

 Tolerance 𝜀. 

Output: Data vectors with cluster labels (𝑦𝑛), 𝑛 = 1,2, … , 𝑁, where 𝑦𝑛 ∈ {1,2,… , 𝑝}. 
Steps: 

1. Determine clusters for each vector of data 𝒙𝑛, 𝑛 = 1,2,… , 𝑁. 

 

𝑦̂𝑛 = arg𝑚𝑎𝑥𝑝 𝒙
𝑇𝑉𝑝 

 

2. While 𝑥𝑝 = {𝒙𝑛|𝑦̂𝑛 = 𝑝}, determine the estimation of the cluster center with: 

 

𝑉𝑝 =
∑ 𝒙𝑥∈𝑥𝑝

‖∑ 𝒙𝑥∈𝑥𝑝 ‖
 

 

3. If 𝑦̂𝑛 = 𝑦𝑛 or |𝑉𝑛𝑒𝑤 − 𝑉𝑜𝑙𝑑| < 𝜀 then the algorithm stops. If not, repeat from step 1. 

2.4.  Kernel Spherical K-Means 

Kernel Spherical K-Means (KSPKM) is a SPKM algorithm that modifies the inner product into the 

kernel function. The KSPKM aims to maximize objective functions as follows: 

 

∑𝑲

𝒙

(𝒙, 𝑽𝒑(𝒙)) (3) 

 

where: 

 𝒙 is a vector of data. 
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 𝑝(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑐 (𝑒𝑥𝑝 (−
‖𝒙−𝑉𝑐‖

2

2𝜎2
)), is the closest cluster center for each vector. 

 𝑉𝑐 =
∑ 𝒙𝑥∈𝑋𝑐

‖∑ 𝒙𝑥∈𝑋𝑐 ‖
, is the center of the cluster to 𝑝. 

 

The following is an algorithm from KSPKM [10]: 

Input: 𝒙 = {𝑥1, 𝑥2, … , 𝑥𝑁}, where 𝑁 is the number of the data. 

Output: Vector of cluster centre 𝑉 = {𝑉1, 𝑉2, … , 𝑉𝑐}. 
The steps in the KSPKM algorithm are as follows: 

1. Determine: 

a. Number of the cluster 𝑐 where 1 < 𝑐 < 𝑛. 

b. The cluster centre 𝑉0 = {𝑉1, 𝑉2, … , 𝑉𝑐}. 
c. Parameter 𝜎. 

d. Tolerance 𝜀. 

2. For 𝑡 = 1 to 𝑡 = 𝑇, do 3 until 5. 

3. Determine cluster for each vector of data 𝒙. 

 

𝒑̂(𝒙) = 𝒂𝒓𝒈𝒎𝒂𝒙𝒄 (𝒆𝒙𝒑(−
‖𝒙 − 𝑽𝒄‖

𝟐

𝟐𝝈𝟐
)) (4) 

 

4. If 𝑥𝑐 = {𝒙𝑖|𝑝̂(𝒙) = 𝑝(𝑥)} then enter 𝑥𝑐 into cluster to 𝐶𝑝, determine the new centre cluster with: 

𝑽𝒄 =
∑ 𝒙𝒙∈𝑪𝒑

‖∑ 𝒙𝒙∈𝑪𝒑 ‖
 (5) 

 

If ‖𝑉𝑡 − 𝑉𝑡−1‖ < 𝜀, then the algorithm stops. If not, then return to step 2. 

2.5.  Support Vector Machine 

Support Vector Machine (SVM) is a machine learning algorithm used for classification and regression 

introduced by Vapnik in the late 1990s. SVM is related to Structural Risk Minimization (SRM). Initially, 

SVM was used for binary classification, but now it could be used for multiclass classification. SVM 

takes the form of mapping input space into higher dimensional space to support nonlinear classification 

problem where the maximum separation of the hyperplane is constructed. The hyperplane is a linear 

pattern whose maximum margin provides maximum separation between decision classes. 

2.5.1.  Characteristic of SVM [26] 

Given dataset {𝒙𝑖, 𝑦𝑖}𝑖=1
𝑁  where 𝑁 is the number of samples, 𝒙𝑖 ∈ 𝑅𝐷 is a feature vectors from sample-

𝑖, where 𝐷 is the number of feature (dimension), and 𝑦𝑖 is a class label. For two class classification 

problem 𝑦𝑖 ∈ {−1, +1}, but for multiclass classification problem 𝑦𝑖 ∈ {1,2,… , 𝑘} where 𝑘 is the number 

of class. The main goal of SVM is to determine the best hyperplane: 

 

𝒘 ∙ 𝒙 + 𝒃 = 𝟎 (6) 
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Figure 1. SVM is trying to determine the best hyperplane to separate two classes, class U and V. 

 

The problem of SVM optimization can be summarized as follows: 

 

𝐦𝐢𝐧
𝟏

𝟐
‖𝒘‖𝟐 (7) 

 

𝒔. 𝒕. 𝒚𝒊(𝒘
𝑻 ∙ 𝒙𝒊 + 𝒃) ≥ 𝟏, ∀𝒊 = 𝟏, … , 𝑵 (8) 

 

Objective function (7) to find 𝒘 ∈ 𝑅𝑛 dan 𝑏 ∈ 𝑅𝑛 subject to (8), where 𝒘 is the weights and 𝑏 is 

bias. By completing the equation above, the formula 𝑤 and 𝑏 are obtained as follows: 

𝒘 = ∑ 𝒂𝒊𝒚𝒊𝒙𝒊
𝑵

𝑰=𝟏
 (9) 

 

𝒃 =
𝟏

𝑵𝒔
∑ (𝒚𝒊 −∑ 𝒂𝒎𝒚𝒎𝒙𝒎

𝒎∈𝒔
)

𝒊∈𝒔
 (10) 

 

and the decision function as follows: 

 

𝒇(𝒙) = 𝒘 ∙ 𝒙 + 𝒃 (11) 

 

which could maximize the margins. 

2.6.  Parameter Optimization 

In this study, several parameters were optimized with the grid search method. It finds one by one 

combination of parameters that produces the optimum model [27]. The optimized parameters are: 

 𝜎 = 0.1 and 

 𝐶 = 1000 

2.7.  Model Performance Validation 

To validate the performance of the model, the Hold-Out Validation method was applied. Here, data is 

separated into two parts. They are; training and testing data. Model evaluation is obtained from testing 

data. Computationally, this method is easy and fast [28].  

In this study, Hold-Out Validation is used with a different percentage of data. To overcome the 

weaknesses of Hold-Out Validation is very dependent on the data used for training and testing [27]. 

Simulations were performed nine times with different percentages of the data used. 

Class U 

Class V 
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2.8.   Model Performance Validation 

In this study, a performance evaluation model is conducted by measuring accuracy and running time. 

Let TN, TP, FN, FP denote True Negative, True Positive, False Negative, and False Positive, 

respectively. The following formula below is used: 

 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑻𝑷 + 𝑻𝑵

𝑻𝑷+ 𝑻𝑵 + 𝑭𝑵+ 𝑭𝑷
 (12) 

3.  Experimental Results 

This study used software MATLAB R2017a for KSPKM and Python 3.6 for SVM. 

3.1.  Acute Sinusitis Classification using KSPKM 

The results are shown below: 

 

Table 2. Results of Accuracy and Running Time Acute Sinusitis Classification using KSPKM  

with RBF Kernel, parameter: 𝜎 = 0.1. 

Data  

Training (%) 
Accuracy (%) 

Running Time 

(s) 

10 94.41 0.02 

20 94.97 0.03 

30 93.53 0.02 

40 94.96 0.03 

50 97.00 0.02 

60 94.94 0.03 

70 94.92 0.03 

80 94.87 0.03 

90 89.47 0.03 

 

According to Table 2, the data training at 50% with 97% accuracy and running time of 0.02 seconds 

recorded as the best accuracy. Whereas, the lowest accuracy result was recorded at data training 90% at 

89.47% and running time for 0.03 seconds. 

3.2.  Acute Sinusitis Classification using SVM 

Table 3 shows that data training attained best accuracy at 90% with 90% accuracy and running time 

0.13 seconds. Whereas, the lowest accuracy result was recorded at data training 10% at 54.44% and 

running time for 0.07 seconds. 

Table 3. Results of Accuracy and Running Time Acute Sinusitis Classification using SVM  

with RBF Kernel, parameter: 𝜎 = 0.1. 

Data 

Training (%) 
Accuracy (%) 

Running Time 

(s) 

10 54.44 0.07 

20 69.37 0.06 

30 63.57 0.07 

40 69.17 0.07 

50 70.00 0.08 

60 76.25 0.08 

70 81.67 0.1 

80 80.00 0.1 

90 90.00 0.13 
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The following Figures (Figures 2 and 3) showing the accuracy and running time of acute sinusitis 

classification with KSPKM and SVM: 

 

 
Figure 2. Graph of Acute Sinusitis Classification using KSPKM  

with RBF Kernel, parameter: 𝜎 = 0.1. 

 

 
Figure 3. Graph of Acute Sinusitis Classification using SVM  

with RBF Kernel, parameter: 𝜎 = 0.1. 

4.  Discussion 

In this paper, an examination is conducted on the comparison of KSPKM with SVM to classify acute 

sinusitis based on accuracy and running time. Figure 2-3 show the performance results of the two 

methods and a proposal was made using 𝜎 = 0.1 as the parameter which was determined by the grid 

search method as described previously. According to Figure 2, the results of the study indicate that the 

SVM produced the accuracy progressively based on the Hold-Out Validation value specified. 

Meanwhile, KSPKM produced very consistent accuracy. Since KSPKM has consistent accuracy in all 

conditions, then it is better than SVM. Fig. 3 shows the running time results from the two methods 

proposed. KSPKM required a shorter running time than SVM. This because of during the modification, 

the inner product was converted into the kernel function and used the RBF kernel with selected 

parameters. SVM produced lower accuracy and longer running time than KSPKM.  Therefore, KSPKM 

is better than SVM for acute sinusitis classification. This cannot be generalized using the other data or 
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the other optimization parameters; consequently, the problems were limited in terms of the data used 

and the optimization parameters. 

5.  Conclusion 

This research proposed the method of Kernel Spherical K-Means (KSPKM) and Support Vector 

Machine (SVM) to classify acute sinusitis. Simulation of the data is done by the KSPKM and SVM 

methods with the RBF kernel. For each simulation, the parameters are optimized with the grid search 

method, while the validation and evaluation performance of the model is conducted by the Hold-Out 

Validation method. According to the simulation that has been conducted using software, the result of 

the accuracy reached 97% and running time was 0.02 seconds with the KSPKM method. The SVM 

method achieved an accuracy of 90% with a running time of 0.13 seconds. These results show that the 

performance of KSPKM is better than SVM with the limitation of the problems provided, which includes 

the kernel parameters and acute sinusitis data in the form of CT scan results. 
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