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Abstract. The study deals with evaluation of reliability of onboard equipment on the basis of 

the additional screening tests and the estimated factory tests. In addition to using a statistical 

approach to solve this problem, the interest is a method for estimating the reliability of onboard 

equipment using machine learning and data mining methods. Due to the specifics of the task, it 

is proposed to use classification algorithms based on rules (logical classification algorithms).  

1.  The problem of classification of EEE  

This paper is devoted to the study of possibilities of solving the problem of predicting the reliability of 

the electronic component base subjected to additional screening tests. 

The system has been developed earlier that allows identifying homogeneous production batches in 

a mixed batch of electronic, electrical and electromechanical (EEE) components for space use [1]. The 

system is based on the use of the greedy heuristic algorithm. The system does not require additional 

tests: the data of additional screening tests and additional non-destructive testing are sufficient to 

identify homogeneous production batches in the mixed batch. 

The initial data for the analysis in solving the problem are the results of test actions on the EEE for 

controlling the current-voltage characteristics of the input and output circuits of the microcircuits. The 

data represent a table which shows the consequences of various electrical effects on the elements of a 

set of similar EEE. It is assumed that components with different performance characteristics (in fact, 

different EEE batches) will have differences in the obtained test results. This assumption makes it 

possible to use data analysis methods to implement the required EEE grouping. 

The problem of identifying homogeneous EEE batches can be viewed as the problem of automatic 

grouping of objects or the location problem [2]. But the introduction of grouping algorithms into the 

process of testing, which use the entire set of attributes and which are a “black box”, is difficult. To 

include the stage of EEE classification in the test program, we need a method for checking the 

conformity of a component to the class with the help of logical decision rules. In the conditions of 

space production, the classification method requires not only the accuracy of the solution of the 

problem, but at the same time the evidence of the approach used and the interpretability of the decision 

formulated by it. 

In this work we investigate the problem of improving the efficiency of classification through the 

formation of informative patterns based on logical principles of construction, and we develop 

procedures to improve the interpretability of the classifier based on a small number of rules in it.  
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The construction of such classifiers can be based on various methods, among which the most 

promising for this problem are the methods of logical classification [3], which have an advantage in 

high interpretability of the classification results. The interpretability of the results of logical 

classification in the conditions of space production means the possibility of developing stricter 

standards for EEE parameters. 

The most well-known and used algorithms for constructing rules (lists of rules or decision lists) are 

“separate and conquer” algorithms [4]. It is based on the principle of exclusion of observations already 

covered (by any of the rules that have been formed) from further consideration (when building other 

rules). Such algorithms work quickly, and the result is a list of rules. 

But such algorithms have flaws that are significant for the problem under consideration. First, the 

obtained rules (with the exception of the first one) are not optimal by any criterion, since they are 

based only on the (remaining) part of the training set. Secondly, there may be too little information to 

make a decision about the classification, since the decision is made only on the basis of the execution 

of only one rule (or the failure of all), and not on the basis of the “voting” rules. 

This paper discusses the possibility of using a more advanced method of identifying patterns in 

these data and using them to make decisions about belonging to reliability classes, which is based on 

combinatorics and optimization and is called “logical analysis of data” [5]. 

The method of logical analysis of data has a number of exceptional advantages over the methods of 

the “separate and conquer” type. First, all obtained rules can be optimal according to the criterion used 

(simplicity, selectivity or evidence, as well as their possible combinations). Secondly, the classifier 

does not just divide the areas of classes, but builds approximation of areas by a set of rules. To assess 

the strength of the separation of these areas can be used the concept of the margin. Thirdly, using the 

voting rules, one can assess the reliability of belonging to each class. In addition, there are many other 

advantages: the ability to work with different types of attributes, the admissibility of the presence of 

missing values in the data, etc. 

This method has only one drawback, it is a high complexity. But the development and use of 

combinatorial optimization algorithms that are optimal for a class of problems make it possible to use 

this approach in a reasonable time, while allowing to extract maximum information from the data. 

Thus, the paper solves the problem of estimating the reliability of onboard equipment from the 

results of additional screening tests of the electronic component base in order to further predict 

reliability indicators. 

2.  Logical analysis of data  

We confine ourselves to the problem of recognition of objects described by binary attributes and 

divided into two classes 
nBKKK 2 
, 

where }1,0{2 B , 2222 BBBBn   . 

The classes do not overlap:  

  KK Ø. 

The observation KX   is described by a binary vector ),...,,( 21 nxxxX   and can be represented 

as a point in the hypercube of the space of binary attributes 
nB2 . Observations of the class 

K  will be 

called positive points of sample K, while observations of the class 
K  will be called negative points of 

the sample. 

Let us consider a subset of points from 
nB2 , in which some variables are fixed and identical, and 

the rest variables take an arbitrary value: 
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for some subsets },...,2,1{, nBA  , BA Ø. This set can also be defined as a Boolean function that 

takes a true value for the elements of the set: 

)()()( j
Bj

i
Ai

xxxt

  

The pattern P (or rule) in this case is a term that covers at least one observation of a certain class 

and does not cover an observation of another class [6]. That is, the pattern corresponds to a subcube, 

which has a non-empty intersection with one of the sets (
K  or 

K ) and an empty intersection with 

another set (
K  or 

K , respectively). The pattern P, which does not intersect with 
K , will be called 

positive, and the pattern P’, which does not intersect with 
K , will be called negative. 

3.  Search for optimal patterns 

Let us select some observation 
Ka . Denote by 

aP  the pattern covering the observation a. Those 

attributes that are fixed in 
aP  are equal to the corresponding values of the attributes of the object a. 

To define the patterns 
aP , we introduce the binary variables ),...,,( 21 nyyyY  : 




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case.another in   ,0
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Some point 
Kb  is covered by the pattern 

aP  only if 0iy  for all i for which ii ab  . On the 

other hand, some point 
Kc  will not be covered by the pattern 

aP  if 1iy for at least one variable 

i for which ii ac  . 

The condition which indicates that the positive pattern should not contain any point of K  requires 

that for each observation Kc  the variable jy  takes the value 1 for at least one j, for which 

jj ac   [7]: 
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Strengthening the constraint to increase error tolerance is done by replacing the number 1 on the 

right side of the inequality by a positive integer d. 

On the other hand, a positive observation 
Kb  will be included in the considered subcube, 

when the variable jy  takes the value 0 for all indices j for which jj ab  . Thus, the number of 

positive observations covered by the a-pattern can be calculated as 

 






Kb

t

ab
j

j

jj

y
1

)1( . 

Thus, the task of finding the maximum pattern can be written as a task of finding such values 

),...,,( 21 nyyyY   for which the resulting pattern 
aP  covers as many points 

Kb  as possible and 

does not cover points 
Kc  [7]: 
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This problem is a conditional pseudo-Boolean optimization problem, that is, an optimization 

problem in which the objective function and the functions on the left side of the constraint are pseudo-

Boolean functions that are real functions of Boolean variables. The objective function and the 

constraint function in this problem are unimodal monotone pseudo-Boolean functions. 

The problem of finding the maximum negative patterns is formulated similarly. 

The most valuable are the patterns that have the greatest coverage. The more coverage, the better 

the pattern displays the image of the class. 

The described problem is solved using the greedy algorithm [8]. A more perfect approach is to 

apply an exact algorithm based on the branch and bound method and search among the boundary 

points of an admissible region [9]. 

4.  Patterns in batches of EEE 

The approach was tested on the mixed batch of the chip 1526LE5. 

Examples of the obtained patterns: 

Class a (196 components): 

(TEST_34 < 5) ˄ (TEST_127 < 4.76) => class a   (100%) 

(TEST_35 < 5) ˄ (TEST_37 < 5) ˄ (TEST_127 < 4.76) => class a   (100%) 

Class b (218 components): 

(TEST_66 ≥ 0.682) ˄ (TEST_122 ≥ 4.98) => class b   (97.2%) 

(TEST_66 ≥ 0.682) => class b   (97.7%) 

Class c (205 components): 

(TEST_34 ≥ 5) ˄ (TEST_58 < 0.93) => class c   (99%) 

 

Also, the most significant patterns have been identified: 

Class a: 

Test 127  ( 97.4 % ) 

Test 35  ( 50.5 % ) 

Test 37  ( 38.8 % ) 

Test 34  ( 31.1 % ) 

Class b: 

Test 66  ( 96.8 % ) 

Test 122  ( 79.8 % ) 

Class c: 

Test 58  ( 97.1 % ) 

Test 34  ( 96.6 % ) 

5.  Conclusions 

As a result of the development, a method for assessing the reliability of onboard equipment based on 

the results of additional screening tests of the electronic component base and factory tests of onboard 

equipment was proposed. 

The basis of the developed algorithmic support is an approach to the identification and use of 

patterns, called logical analysis of data. In the course of research, this approach has been improved. 

Optimization models have been constructed that allow finding patterns of various types in the data. 

The use of different types of patterns can improve decision support in the classification. Thus, the use 

of strong primary patterns reduces the number of unclassified products, and also reduces the number 

of conditions in the rules (the number of tests). And the use of strong spanned patterns reduces the 

classification error. 
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The results of experiments to identify patterns and build rules for the classification of EEE show 

the prospects of the studied approach, aimed at strengthening decision support in the classification of 

EEE. 

The conducted studies on the use of classification methods based on rules show that the use of a 

small number of logical rules (from 1 to 4) is sufficient for recognizing a group of radio components. 

These rules are a comparison of the value of an attribute with the cut point determined in the process 

of building rules. Thus, it is sufficient to use a very small number of attributes (selected in a certain 

way in the process of building rules from the entire set of attributes – test results) for successful 

classification of EEE. 

Thus, as a result of the work, the algorithms for identifying patterns in the data obtained from the 

results of additional screening tests were investigated. If used in conjunction with the results of 

destructive physical analysis, the proposed approach can be applied to predict the reliability indicators 

of the electronic component base. 
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