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Abstract.Next basket recommendation becomes an increasing concern. Repurchase
recommendation, i.e., predicting which products a user will buy again in a user’s next
order, is a key subproblem. However, most conventional models are not able to extract
the whole important features to describe the customer’s repurchase process: context
information and sequential information. In our work, we firstly utilize the causal
dilated convolutions and recurrent neural network to capture context information and
sequential information in different ways. Furthermore, the information extracted by
causal dilated convolutions and recurrent neural network is combined at each time step
for recommendation. More importantly, to effectively adapt the repurchase
recommendation, we introduce a weighted sequence loss, which is able to ignore
invalid logloss at special time steps to guide the RNN combined with causal dilated
convolutions(RCCNN) training. A deep experimentation shows that RCCNN is able to
explain the customer repurchase behaviors, and provide reasonable recommendation.

1. Introduction

Repurchase recommendation is a key subproblem of next basket recommendation[1]. Next basket
recommendation is aimed to predict items that are more likely to be purchased in her next transaction,
which focuses on a combination of long-term and short-term interests. However, repurchase
recommendation predicts which products a user will buy again in a user’s next order, which mainly
models users’ periodic consumption pattern. Compared with next basket recommendation, repurchase
recommendation need to utilize context information fully, such as the specific time interval.

With the development of e-commerce, people's daily shopping and consumption, such as fruits and
vegetables, are beginning to be done more by app rather than going to the supermarket in person. As a
result, E-commerce supermarket such as Instacart began to rise. Because people will periodically
repeat the same commodity in the daily shopping consumption, for e-commerce supermarkets, the
accurate prediction of the user's repeated purchases in the next shopping will affect the earnings of the
e-commerce supermarket to a great extent. It can be seen that repurchase recommendation as a
subproblem will play an more important role in the product recommendation.

Most conventional models[2] for repurchase recommendation firstly obtain the characteristics that
can describe the periodic consumption rules of the user via extensive feature engineering, and then
predict whether the user will buy the specific goods at the next shopping time by the classifiers. In this
paper, a recurrent neural network model combined with causal dilated convolutions is proposed, which
can not only better describe the interaction between user behaviors and context information, but also
better describe the periodic consumption rules of the user. At the same time, in order to better train the
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model to complete the repurchase recommendation, we put forward a weighted sequence loss, thus
avoiding the effect of the invalid loss of certain time steps.

2. Related work

Repurchase recommendation is mainly related to using context information for recommendation and
next basket recommendation.We will introduce the related research on these two aspects separately as
follows.

Rational use of context information is an important topic in the field of recommendation. For
example, Pedro et al.[3] have explored timing information for recommendation widely. To win the
Netflix Prize [4], Koren [5] combined temporal features with Collaborative Filtering (CF) model to
capture the significant long-term dynamics in the Netflix dataset. To explore how preferences evolve
in shorter time-scales, session-based models[6,7] have been presented. Moreover, geographical data
has been widely used in recommendation such as probabilistic models [8, 9], matrix factorization [10],
and tensor factorization [11]. Although using context information for collaborative filtering has been a
great success, there are few studies about how to introduce these information in neural recommender
systems. In the previous researches, deep neural network (DNN) just incorporate the context
information as direct features for recommendation systems[12]. For recurrent neural network, [13, 14]
include timing information as features, but these features are just concatenated with input, which
provides limited benefit.

Next basket recommendation is the task of predicting items that are more likely to be purchased in
her next transaction. Collaborative filtering (CF) models are the first to be used for next basket
recommendation. Matrix factorization (MF)[15] could capture users’ general interests through the
vectors of users and items, but it ignores the sequential information of historical orders. Furthermore,
the classical sequential model for recommendation is MC[16], which can extract sequence information
from transaction history and then recommend items for customers based on these sequence
information. Factorizing Personalized Markov Chains(FPMC)[17] can capture the sequence
information and user general interests at the same time, and Hierarchical Representation
Model(HRM)[18] is a hybrid model which can more effectively introduce sequence information to
model user general interests. However, all the MC based methods are just able to extract local
sequence information between two adjacent transaction records. To extract global sequential
information through all baskets of customers, a dynamic recurrent model(DREAM)[1] was proposed
for next basket recommendation. As a subproblem of next basket recommendation, the traditional
methods[2] for repurchase recommendation mainly extract features from the transaction history of all
customers while ignoring sequential features.

3. The proposed approach

3.1. Problem definition
For repurchase recommendation, each user has his own historical records of products and we should

model his periodic repurchase behaviors. For a user u, S“is the set of all products that u has
purchased in previous baskets. For each product v e S"of a user u, we calculate the probability
p“that u will repurchase v in the next basket according the historical transaction data. And then, we

recommend a ranking list of products v e S" for the user u. For repurchase recommendation with

historical record data, problem is defined as recommending a ranking list of products v € S for each
customer U at the next basket.
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Figure 1. The general architecture of the RCCNN.
The general architecture of RCCNN is showed in Figure 1. Basically, for each user U and for each

product v e S", we generate a training sequence, where the RCCNN predicts 0 or 1 at each time step
for "wouldn't order™ or "would order”. At each time step, the RCCNN gets some input describing the
current user, the current product, time information on the current order and statistical information on
the prior order. And the detail input information at each time step is shown in Table 1. Specially, we
also train embedding layers for products and users as parts of the RCCNN. The embedding for product
v and user U are repeated as input to the RSCNN at each time step. According to the output of

RCCNN at the last time step, We can get the repurchase probability of each product p“ for each user

u, and then we can recommend a ranking list productsv € S".
Table 1. Description of input information at each time step.

Input at each time step Description
the current user vector
embedding vector the current product vector
time information on the current order time interval since the prior order

whether product is ordered in prior order
number of products in prior order
number of reorder products in prior order

statistical information on prior order
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As is shown in Figure 1, the (Q, represents the probability that the user would purchase the product

at timetandy, represents whether the user would purchase the product at time t. To make the
possibility more accurate, we should capture contextual and sequential information in different ways at
the same time, so we concatenate the RNN’s hidden layer h, and CNN's output layer ¢, .W is a

linear transformation between the output of RCCNN and the purchase probability. Then, the purchase
probability can be computed as:

Ot =oW *[ht , Ct]) (1)

The score (o, represents the possibility that the user will purchase the product at time t.

3.2.1. Causal dilated convolutions. To fully model the input information at each time step, we
introduce causal dilated convolutions in the model RCCNN. To make sure there is no information
leakage from future, we incorporate the causal dilated convolutions[19] in the convolution neural
network and we are able to extract the contextual information and sequential information again in a
different way from the recurrent neural network. As a result, we can extract contextual and sequential
information in a more comprehensive way and provide more reasonable recommendation.

We also use the gated structure as shown in the WaveNet[19]:

z=tanh(W; , *x) ® oW, *X) )

In our model, Kis 6, which means the causal dilated convolutions have 6 layers. And for the sake
of convenience, we just show the situation of one layer causal dilated convolution in Figure 1.

3.3. Weighted sequence loss
T"is the total number of time steps for each user u. Then, the repurchase recommendation task for a
user U is to predict whether each product v e S" will be ordered at t time step. Obviously, for a

user u and for each product v e S", we can easily know whether the product v was ordered from
ﬁ time step to t, time step. And we should be able to predict whether the product v will be ordered

at time step according to the previous time steps. To model users’ periodic purchase of products
exactly, we calculate the mean softmax loss from '[f time step to t. time step instead of just
calculating the softmax loss at t time step. Because of that, we introduce a basic average sequence
loss function, as shown in Equation 3.

tr

1
Lo :_T——Z y; logo, +(1-y;)log(1-0;) 3)
i:tl

where the O; is calculated by the Equation 1.

The basic average sequence loss function acts on the whole sequence input, so it is able to calculate
a general loss , but the distinct importance of time steps is still awfully neglected. As a matter of fact,
only parts of the time steps’ softmax loss could play an active role in network training for repurchase
recommendation assignment. As a result, the average sequence loss is not proper loss value for the
repurchase recommendation. To overcome this shortcoming, we introduce a weighted vector W to
make sure that each time step has it’s own special weight value, as shown in Equation 4. The RCCNN
with weighted sequence loss can get a more useful sequence loss by ignoring invalid softmax loss at
special time steps. In the repurchase recommendation problem, we try to model the regular pattern of
repeated purchase of each product by users. So the model is not able to predict whether the user u
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will purchase the product v until the user first buys the product at the time step {*. Obviously, the
time step t is related to the product v and the user u. And the softmax loss from time step t to
time step i’ is invalid, which we should ignore. For the weighted sequence loss, we let the
W between time step t. and time step t. tozero. So we can make the model to learn regular pattern
of repeated purchase of each product by users more effectively.

trs
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4. Experiments

4.1. Datasets and Baselines

For the task of repurchase recommendation, our experiments are made on a real-world dataset from
Instacart, which is a grocery ordering and delivery app. The Instacart dataset contains a sample of
589,928 grocery orders from 10,000 Instacart users. The dataset provides the week and hour of day
the each basket was purchased, and the relative time interval between two adjacent baskets. The train
and test sets are split based on time. Specially, for each user, the last order belongs to the test set and
the rest orders except the last order belong to the train set. To generate the training sequences, for each
user and each product, we combine the current order’s time information with the prior order’s
statistical information at each time step.

We compare RCCNN to the following methods including traditional machine learning methods and
the original LSTM network. For traditional machine learning methods, we have manually extracted
more than 100 features from profiles for users, products, time and their interactions, and then, we use
LR and XGBOOST separately to predict whether a user will repurchase a product in the next order.
And for original LSTM network, we don’t use the causal dilated convolutions and the weighted
sequence loss to to show the performance of RCCNN clearly.

4.2. Metrics
We recommend a ranking list of K products for each user u in the task of repurchase
recommendation. To evaluate the performance of repurchase recommendation, we adapt F1-score and
AUC-score. F1-score can both measure the precision and recall measurements. AUC-score is the
probability that a model will rank a randomly chosen positive one higher than a randomly chosen
negative one. For both metrics, the larger the value, the better the performance.

In addition, the number of orders per user is different. To assess the influence of order quantity on
recommendation results, we divide the users into four groups according to the order quantity and also
use the above metrics to evaluate repurchase recommendation.

4.3. Results and analyses
Table 2. The performance of repurchase recommendation.

Methods F1 AUC
K=3 K=5
LR 0.3195 0.3589 0.7661
XGBOOST 0.3270 0.3649 0.7759
LSTM 0.3285 0.3677 0.7775
RCCNN 0.3313 0.3715 0.7812
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Table 3. The F1-score of repurchase recommendation with different order quantity.

Methods F1(K=3) F1(K=5)

<=25 26~50 51~75 76~100 <=25 26~50 51~75 76~100
LR 0.3302 | 0.2770 |0.2775 | 0.2532 | 0.3674 | 0.3251 | 0.3286 | 0.2963
XGBOOST 0.3370 | 0.2867 | 0.2858 | 0.2659 | 0.2858 | 0.3393 | 0.3440 | 0.3192
LSTM 0.3364 | 0.2962 | 0.2950 | 0.2850 | 0.2950 | 0.3432 | 0.3492 | 0.3287
RCCNN 0.3396 | 0.2960 | 0.2990 | 0.2908 | 0.2990 | 0.3468 | 0.3575 | 0.3284

Table 4. The AUC-score of repurchase recommendation with different order quantity.

Methods AUC

<=25 26~50 51~75 76~100
LR 0.7496 | 0.8297 | 0.8513 | 0.8450
XGBOOST 0.7599 | 0.8367 | 0.8600 | 0.8569
LSTM 0.7611 | 0.8399 | 0.8633 | 0.8600
RCCNN 0.7657 | 0.8397 | 0.8634 | 0.8627

As shown in Table 2, the RCCNN model can outperform all the base models in both two metrics on
the real dataset. For the baseline XGBOOST, we just manually extract features by experience, so
XGBOOST can’t fully model the user’s consuming patterns about repurchase. For the original RNN,
user vectors, product vectors and context information are just concatenated as the input at each time
step. As a result, it ignores the interaction between users, products and contextual information at each
time step.Specially, these results show that the LSTM with causal dilated convolutions is effective in
capturing sequential features and the input information at each time step. The causal dilated
convolutions help the RCCNN to model the interaction between users, products and contextual
information, which is benefit to repurchase recommendation. And compared with the basic sequence
loss, the weighted sequence loss is more fit for the repurchase recommendation assignment. Moreover,
the Table 3, 4 demonstrate the RCCNN always provides the best repurchase recommendation
compared with LR, XGBOOST and the original LSTM, no matter how many orders the users have.

5. Conclusion

This paper proposes a RNN with causal dilated convolutions(RCCNN) model for repurchase
recommendation. The causal dilated convolutions help the RCCNN to model the interaction between
users, products and contextual information at each time step and extract sequential information, which
is benefit to repurchase recommendation. Moreover, we introduce a weighted sequence loss function,
which could ignore invalid logloss at special time steps to guide RCCNN training well. Detailed
experiments on a real-world dataset illustrated the effectiveness of our model.
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