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Abstract. Singlemode-multimode-singlemode based optical fiber can be used as a good 
communication medium, but energy or power carried by light will be weakened (losses) due to 
leakage or due to lack of clarity or shift in optical fibers. In this study, power losses in fiber 
optics based on SMS will be classified based on changes in the values of power losses to shifts 
and divided them according to three classes, there are good, average, and bad. The shift will be 
used as a classification variable that is between 0 μm to 450 μm with an increment of 50 µm 
for every interval. The SMS optical fiber structure used is 5.5 with 25 attempts on different 
optical fibers. The classification method used is Naïve Bayes with a Gaussian distribution. 
Gaussian distribution is used in Naïve Bayes because the dataset will be processed in the form 
of continuous values. From the results of testing based on TP+TN=6, FP=6 FN =6 on 
confusion matrix, the classification accuracy value was 42.86%. This indicates that this 
classification method is still less effective for classifying fiber optic power losses with an SMS 
structure. For further study, another classification methods can be used in the power loss 
classification to get better results. 

1. Introduction 
An optical fiber is a flexible, transparent fiber made by making the diameter of the glass (silica) or 
plastic material smaller than human hair. There are several types of optical fibers, one of which is that 
the structure has two singlemode fibers (SM) which are axially connected to the end of a fiber optic 
parabolic multimode (MM) core. Optical fiber with this structure is also called SMS (singlemode-
multimode-singlemode). The feasibility of optical fiber is a power loss. Power loss can occur for 
numbers of reasons, such as the presence of a leak or lack of speed when the light is delivered. A good 
power loss change is continuous, in other words, when the power loss value goes up and down it will 
interfere with the optical fiber to communicate when it’s used for transmission. 

Fiber optic quality against power loss can be determined by a decision-making system, one of 
which is data mining. Data mining itself is a process for finding patterns from a data set and involves 
methods that bring machine learning, statistics and databases together. One branch of data mining is 
classification, where this branch compares a sample data compared to training data. In this study, a 
classification method with a Naïve Bayes with Gaussian distribution is used to make decisions on the 
quality of an optical fiber based on power loss. This method is used because the dataset used is a 
continuous data value. 

http://creativecommons.org/licenses/by/3.0
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The dataset itself will be divided into three classes, there are good, average, and bad. The division 
of these classes is a representation of the value of the change in power loss value at each shift. For the 
shift variables used in this classification use a distance between 0 μm, 50 μm, 100 μm, 150 μm, 200 
μm, 250 μm, 300 μm, 350 μm, 400 μm and 450 μm with a multimode width of 5.5 cm which will be 
tested on 25 different optical fibers. 
 
2. Methods 
 
2.1 Naïve Bayes Classifier 
Naive Bayes is a simple probabilistic classification that calculates a set of probabilities by adding up 
the frequency and combination of values from a given dataset. The algorithm uses Bayes theorem and 
assumes all independent or non-interdependent attributes given by values in class variables [8]. 
Another definition says Naive Bayes is a classification with probability and statistical methods 
proposed by British scientist Thomas Bayes, which predicts future opportunities based on previous 
experience [1]. 

Naive Bayes is based on the assumption of simplification that attribute values are conditionally free 
when given output value. In other words, given the output value, the probability of observing together 
is a product of individual probabilities [8]. The advantage of using Naive Bayes is that this method 
only requires a small amount of training data to determine the parameter estimates required in the 
classification process. Naive Bayes often works much better in most complex real-world situations 
than expected [2]. Naïve Bayes formula is written as follows : 
 
𝒑(𝑪𝒌|𝒙) = 𝒑(𝑪𝒌)𝒑(𝒙|𝑪𝒌)

𝒑(𝒙)
 (1) 

 
where 𝑝(𝑥|𝐶𝑘)or can be called posterior probability is the probability of the 𝐶𝑘 hypothesis based on 
condition 𝑥. 𝑝(𝐶𝑘) is also called prior, the probability of a hypothesis in class 𝐶𝑘. In this study, prior 
uses three classes determined from the results of fiber optic power loss values, which are good, 
medium and bad. For 𝑝(𝑥|𝐶𝑘) called likelihood, the likelihood value is the result of the vector 
between all variables with each class. There are 10 variables used, where all of these variables are the 
result of shifting optical fibers, namely 0 μm, 50 μm, 100 μm, 150 μm, 200 μm, 250 μm, 300 μm, 350 
μm, 400 and 450 μm. Whereas for 𝑝(𝑥) is usually referred to as marginal likelihood or evidence, 
which is the sum of all 𝑝(𝐶𝑘)𝑝(𝑥|𝐶𝑘). 
 
2.2 Gaussian Distribution 
As the value of features, the power loss data used is continuous, so it can also be assumed that the 
continuous values associated with each class will be distributed by using Gaussian distribution. This 
Gaussian distribution is used to find the value of 𝑝(𝑥|𝐶𝑘). with the following equation: 
 

𝑝(𝑥 = 𝑣 | 𝐶𝑘) = 1

�2𝜋𝜎𝑘
2
𝑒
−(𝑣−𝜇𝑘)2

2𝜎𝑘
2  (2) 

 
Where, 𝑥 is a training data set that has a continuous attribute, in this case are the values of power 

loss. Whereas, μk is the average value of the 𝑥 value that is assosiated in each class of 𝐶𝑘, with the 
following equation: 
 

𝜇 = 1
𝑁
∑ 𝑥𝑖𝑁
𝑖=1  (3) 
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For 𝜎𝑘2 is a variance value that calculates how far a set of numbers is scattered from the average 
value. The result 𝜎𝑘2 is obtained from the value of x which is assosiated by class 𝐶𝑘, the variance 
formula is as follows : 

𝜎2 =  1
𝑁
∑ (𝑥𝑖 − 𝜋)2𝑁
𝑖=1        (4) 

 
In Gaussian distribution, 𝑣 value itself is the sample data that is tested against training data, so the 

probability of the distribution of the 𝑥 value to the class 𝐶𝑘 that is 𝑝(𝑥 = 𝑣 | 𝐶𝑘), can be calculated by 
entering the value 𝑣 into a normal distribution which is the value of 𝜇𝑘 and 𝜎𝑘2 are used as parameters. 
 
3. Results And Discussions 
 
3.1 Training Data 
There was a set of tests to get the power loss values which are used as training data. The variables 
used in this study are the value of shifting in optical fibers with a distance between 0μm to 450μm at 
intervals of 50μm at each shift.  

Table 1. Power Loss Training Data 

0µm 50µm 100µm 150µm 200µm 250µm 300µm 350µm 400µm 450µm Ck 
3.5704 3.7543 3.8642 3.8789 4.1258 4.3584 4.3698 4.4568 4.477 4.632 good 
3.629 3.6185 3.7541 3.7642 3.5575 3.5499 3.4864 3.5815 3.6914 3.5889 bad 
3.3302 3.469 3.407 3.4536 3.4017 3.5543 3.5106 3.6344 3.5129 3.6598 bad 
3.2584 3.2687 3.2989 3.3112 3.3189 3.3338 3.3476 3.3491 3.4589 3.5686 average 
3.6777 3.7123 3.7521 3.8195 3.8721 3.9013 4.0781 4.012 4.1445 4.152 good 
3.6734 3.6772 3.6851 3.7121 3.7431 3.7486 3.8112 3.9112 3.9211 3.9389 average 
3.6471 3.6511 3.6576 3.7214 3.7354 3.7231 3.7395 3.7415 3.7613 3.7781 average 
3.715 3.7421 3.7561 3.7588 3.8471 3.851 3.8563 3.8761 3.8845 3.895 average 
3.5671 3.621 3.7612 3.8121 3.8812 4.0214 4.135 4.2158 4.2568 4.3541 good 
3.5891 3.5196 3.5527 3.5247 3.5595 3.638 3.4998 3.5931 3.4094 3.4135 bad 
3.3164 3.1236 3.4187 3.7392 3.7658 3.6905 3.655 3.7828 3.7823 3.8705 bad 
3.6143 3.6517 3.6778 3.6989 3.7124 3.731 3.7342 3.7421 3.748 3.7681 average 
3.5761 3.5833 3.6122 3.6816 3.7151 3.792 3.9511 3.9621 3.978 4.0321 good 
3.514 3.5251 3.5326 3.5387 3.5443 3.5124 3.5161 3.5312 3.5452 3.571 average 
3.5925 3.6834 3.9877 4.2511 3.9734 3.9553 3.9355 3.9549 4.1345 3.9981 bad 
3.6122 3.7011 3.7612 3.7732 3.8122 3.8418 3.912 4.0181 4.081 4.1225 good 
3.512 3.587 3.4126 3.4137 3.523 3.5112 3.5145 3.6541 3.6127 3.5124 bad 
3.7127 3.7124 3.701 3.8212 3.7816 3.7986 3.7812 3.7932 3.7986 3.8124 bad 
3.8112 3.8162 3.821 3.841 3.8472 3.851 3.8612 3.8713 3.8811 3.8826 average 
3.6315 3.6608 3.543 3.5337 3.5911 3.6138 3.662 3.2142 3.3336 3.4867 bad 
3.512 3.5262 3.5413 3.5512 3.584 3.6121 3.6268 3.6321 3.6326 3.6413 average 
3.5126 3.5268 3.6171 3.6577 3.7124 3.7223 3.7431 3.7851 3.8781 3.9511 good 
3.6471 3.6321 3.721 3.8454 3.8732 3.9413 4.351 4.4588 4.5126 4.5324 good 
3.6788 3.7246 3.8412 3.8962 3.9131 3.9463 3.9821 4.0511 4.121 4.1322 good 
3.5172 3.611 3.621 3.6289 3.7031 3.7358 3.7481 3.7921 3.797 3.813 good 
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3.2 Mean And Variance For Each Class 
After the training data is obtained, the calculation of the mean 𝜇𝑘 and variance 𝜎𝑘2 is done on the 𝑥 
values that associated with the values of each class 𝐶𝑘. These values are used to provide parameters to 
the set of training data 𝑥 against the values of the test data 𝑣. The results of the mean and variance in 
each class 𝐶𝑘 are shown in table 2, table 3, and table 4. 

Table 2. Mean And Variance for Ck=good 

 0µm 50µm 100µm 150µm 200µm 250µm 300µm 350µm 400µm 450µm 
mean 3.595 3.6518 3.7279 3.777 3.8453 3.9178 4.030 4.083 4.138 4.191 
variance 0.00786 0.0113 0.0178 0.0193 0.0354 0.0748 0.1040 0.1242 0.1205 0.1432 

Table 3. Mean And Variance for Ck=average 

 0µm 50µm 100µm 150µm 200µm 250µm 300µm 350µm 400µm 450µm 
mean 3.5931 3.607 3.621 3.641 3.6665 3.6703 3.686 3.706 3.7290 3.7554 
variance 0.0492 0.0496 0.0462 0.04901 0.05513 0.0548 0.0568 0.06607 0.0504 0.0379 

Table 4. Mean And Variance for Ck=bad 

 0µm 50µm 100µm 150µm 200µm 250µm 300µm 350µm 400µm 450µm 
mean 3.539 3.5467 3.597 3.6876 3.6441 3.663 3.6306 3.6510 3.6594 3.667 
variance 0.0365 0.0629 0.0737 0.135 0.0812 0.0388 0.0457 0.0561 0.0517 0.0747 
 
3.3 Test Data 
After getting the mean 𝜇𝑘 and variance values 𝜎𝑘2, the next step is to calculate the likelihood value 
𝑝(𝑥|𝐶𝑘) for each 𝐶𝑘class using Gaussian distribution. A set of power loss test data is substituted into 
the variable 𝑣 in the Gaussian distribution equation. The likelihood value 𝑝(𝑥|𝐶𝑘) of each class that 
produced by Gaussian distribution is used to classify the sample data to produce a classified test data.  
Test data that will be used for classification testing are shown in table 5. 

Table 5. The Results Of Classified Test Data 

0µm 50µm 100µm 150µm 200µm 250µm 300µm 350µm 400µm 450µm Ck Actual 
3.6471 3.6511 3.6576 3.7214 3.7354 3.7231 3.7395 3.7415 3.7613 3.7781 average average 
3.6016 3.6014 3.601 3.7101 3.6705 3.6875 3.6701 3.6821 3.6875 3.7014 average bad 
3.5360 3.5210 3.6209 3.7343 3.7621 3.8302 4.2408 4.3477 4.4015 4.4214 good good 
3.2053 3.0125 3.3077 3.6281 3.6547 3.5811 3.5454 3.6717 3.6712 3.7641 average bad 
3.6016 3.6015 3.610 3.7101 3.6705 3.6875 3.6701 3.6832 3.6875 3.7011 average bad 
3.604 3.6310 3.6450 3.6477 3.7360 3.7401 3.7452 3.7650 3.7634 3.784 average average 
3.5704 3.7543 3.8642 3.8789 4.1258 4.3584 4.3698 4.4568 4.477 4.632 good good 
3.5623 3.5661 3.5740 3.6510 3.6320 3.6374 3.7001 3.8001 3.8122 3.8278 bad average 
3.5172 3.611 3.621 3.6289 3.7031 3.7358 3.7481 3.7921 3.797 3.813 good good 
3.7127 3.7124 3.701 3.8212 3.7816 3.7986 3.7812 3.7932 3.7986 3.8124 bad bad 
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3.4 Classification Accuracy and precission 
Confusion matrix is used for measuring the effectiveness of classification. By using Gaussian Naïve 
Bayes classification, Classification Accuracy and precission calculation is performed for 10 test data 
against training data.  

Table 6. Confusion Matrix 

  Prediction   
  Good Average Bad FN 

A
ct

ua
l 

Good 3 0 0 0 
Average 0 2 1 1 
Bad 0 3 1 3 
FP 0 3 1  

From the table above we have obtained the value of TP+TN=6, FP=6 FN =6, so that the accuracy can 
be calculated as : 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  6
6+4+4

∗ 100% = 42.86% (5) 
 
4. Conclusions 
The classification accuracy calculation using Gaussian Naïve Bayes classifier method is less effective 
when it used for automatic classification of power loss data on optical fiber. The accuracy is still 
below 50% using the effectiveness measurement Confusion Matrix. For further study, another 
classification methods can be used in the power loss classification to get better results. 
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