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Abstract

Organisms are constantly altering their phenotypessponse to changing environments.
Many of these differences are known to be due tetie changes. However, some of the
differences between individuals will be due to pitgpic plasticity. Phenotypic plasticity

is the property of a given genotype to produceedgit phenotypes in response to distinct
environments (Pigliucci 2001). Phenotypic plasyician be adaptive and may provide with
the means to thrive across a wide range of enviesisn Thus it represents one solution to
surviving in a variable environment. Maintaininigln population genetic variance is also
recognized as enabling a population to respondctaaging environment. Both constitute
phenotypic responses to changing environmentsgbubn quite different mechanisms.
The purpose of my project is to examine by whatmagpopulation history can influence
the responsiveness of populations to environmehtahge. In order to approach this
guestion | used a model speci€aénorhabditis remangand selection experiments in the

laboratory.

Caenorhabditisspecies are widely used in research, for instancgudy mechanisms
affecting gene expression and their effects orviddal's phenotype. Despite this, we
have a limited understanding of the importancenmirenmental factors that control their
demography in the laboratory or in nature. Paréidy] the demography of other nematode
species other thad. elegandas until very recently been ignored. Thus, | dbsd the
basic demography @&. remanercultured under standard laboratory conditions. |
compared the life history of two geographicallytad populations of. remaneunder
standard laboratory conditions. Differences betwsgpulations were expected to be
present as a consequence of local adaptation tmmamental conditions. My results show
thatC. remanercultured in the laboratory has a short generatron, but it is surprisingly
similar to the generation time Gf. elegansMoreover, | found that there was little
difference in the life history across populatioBstween individuals, | found high
phenotypic variance, which would be partially tesult of high genetic diversity within

the population.

C. elegansandC. remaneare morphologically indistinguishable. Howeveg\tHdiffer in
their reproductive biology; the former facutativegproduces by selfing, whereas the latter
can only produce progeny by crossing (hermaphsyditind gonochorism, respectively).

Sexual conflict, different reproductive stratedietween males and females, has



previously been identified in the soil nematod€otlegansHowever, evidence of sexual
conflict is lacking in gonochoristic species of rande. Thus, | conducted an experiment
to examine the effect of the number of males preserfiemales’ fecundity and survival
rate. My results show that increasing the numlbenales increases female fecundity.
Thus, suggesting th&t. remanefemales are sperm limited. However, there is esthold,

a further increase in the number of males reduoedwal rate. These results are in

agreement with the theory of sexual conflict.

Environmentally-dependent traits are universalljnomon across species. Forremanei
life-history traits such as fecundity and surviaet expected to be genetic and
environmentally dependent, but these dependenamaain very poorly understood. Thus,
in order to improve our understanding of the respanfC. remanés life history traits to
changing environments; | exposed three populatdmgorms (two wild type isolates and
a half-diall cross between them) to six temperatared assessed their response. | used a
half-sib breeding design as a means to estimate-gewvironment interaction for all traits.
Differences between populations were expected ttuleeo differences in genetic
composition. | found that. remanefecundity is optimal at 17 °C, a higher growth
temperature than that established@oelegansAlthough worms cultured at 5 and 30 °C

significantly reduced their fecundity, it was spkrmissive for some individuals.

Not all plastic traits are expected to be adaplivis.recognised that heterogeneous
environments select for plasticity. Thus, in ortiemanipulate the plasticity levels, |
maintained populations for 50 generations in twitedent environments: constant
temperature and predictably fluctuating temperatiife-history components were
quantified at three times during the course ofetkgeriment (generation 1, 20 and 50). If
plasticity is adaptive, it could be under stronigsion in the fluctuating environment.
After the selection experiment, comparisons betwemulations evolved in these

different environments allowed me to quantify heve tdifferent evolutionary pressures
shaped strains’ life history, and how this respatesgended on likely levels of genetic
diversity (i.e. between the pure strains and tH&idy. In both environments, | found
changes in the reproductive schedules. Althougt hdt detect significant changes in the
lifetime fecundity after the selection experimdatmales showed an increase in their early
fecundity. This shift in reproductive parameterswsh adaptation as a consequence of the
environmental pressures. These results are in mgmewith the theory of life-history

evolution.



In theory, a plastic genotype has a wider ecolddiczath compared with one with
reduced or no plasticity. After 50 generationsacteenvironment, populations were
assayed at three temperatures to assess whethdagmp history can influence the
responsiveness of populations (e.g. tolerancempéeature). Higher levels of plasticity
(i.e. tolerance) were expected in populations nagmed in a fluctuating environment
compared to the more stable environment. | fouatlworms from a fluctuating
environment showed an increase in their toleranstressful conditions, while worms
cultured in a constant environment showed no chahges, | successfully selected for
populations with high and low levels of plasticity.

Adaptive plasticity is expected to increase indisls fithess across a range of
environments because it expresses the “matchingfigiype according to environmental
cues. However, a plastic genotype with the mackiteematch the environment could be
at disadvantage compared to a less plastic genetlypa the environment is not changing.
This disadvantage is expected to be linked toe¢h#acation of resources in the
maintenance of genetic and cellular machineryéhables it to detect changes in the
environment and in the production of the matchihgnotype. Thus, to test this
hypothesis, | translocated populations betweertvibeenvironments. After the
translocation, plastic worms moved back into thestant environment reproduced very
poorly compared to worms before the selection fglake and compared to the less plastic
worms (reared in a constant environment). Thisgfisosupports the idea that plastic
strategies can turn an individual into “The Jacklbtrades, but Master of none”.
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Figure 6.1. Diagram to illustrate the experimextsign. Replicates were cultured for 50 generation 134
in each environment (CO and FL). Fitness assaye(gbars) were carried out at generation 1
and 50 to quantify changes in plasticity of lifestioiry traits in response to temperature. At
generation 50, replicates were subdivided into tpapulations and transposed between
treatments and their life-history traits charackedi at generation F51 (yellow bar).

Figure 6.2. Life expectancy @. remanein response to temperature. Lines represent tmigity 137
replicates of each strain (MY, HYB and JU) culturgtter two environmental regimes (CO
and FL) at to generation (F1 and F50).

Figure 6.3. As figure 2, but showing the lifetifeeundity of females of. remanei 139
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Figure 6.4. Age-specific fecundityn) of females ofC. remanein relation to temperature (5, 15 and 143
25 °C). ASF is represented at generation F1 arfeb@tin each environment (CO and FL).
Strains (MY, HYB and JU) are represented by rowd the treatments as columns.

Figure 6.5. Life expectancy &. remaneicultured under two environmental regimes (CO ahyl F 146
and after the translocation. Lines represent thstjgity of replicates of each strain (MY, HYB
and JU) at three generation (F1, F50 and F51).

Figure 6.6. As figure 4, but showing the lifetifleeundity ofC. remanei 149

Figure 6.7. Age-specific fecunditynf) of females ofC. remaneibefore and after the transposition 151
experiment.m, is represented at generation F1 and F50 in eadlnement (CO and FL) and
after the transposition (F51) into the oppositeirerment (e.g. F51CO corresponds to worms
from a constant environment moved to a fluctuaéngironment). Strains (MY, HYB and JU)
are represented by rows and the treatments as nslum

Figure 7.1. Number of papers published from 196002009 on Adaptive phenotypic plasticity 157
(included in the title, abstract or keywords). Date from a search using Citation Reports
options of the Institute for Scientific Informatiddcience Citation Index. Note that the first
year in the x axis is 1993 because no citationevieund previous to that date. Sum of the
times cited: 1,109.
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1.1 Primer

‘It is not the strongest of species that survive
or the most intelligent but the ones most
responsive to change’

Charles R. Darwin, 1859

In order to conserve species or populations,ithgrtant not only to understand the
reasons why they become extinct but also to uraleishe mechanisms that keep them
extant. Extinction is likely due to the combineéeets of deterministic and stochastic
processes that affect individuals within a popolatiand environmental change is likely to
be an important driver of extinction. Particuladywvironmental variability linked to
climate change, such as rising temperatures amdregterratic changes (increased
incidence of floods, storms, cyclones and hurrisangan act as stressors that reduce the
performance of individuals in their habitat, antimétely their numbers in a population
(Begon et al., 1996; Walther et al., 2002).

Darwin, in 1859, without an understanding of gergtproposed that in a changing
environmentresponsivespecies have an advantage. Our current understaatdout the
genetic basis behind morphological and physioldgEsponses highlights the importance
of having plastic strategies to cope with a chag@gnvironment (Pigliucci, 2005). This is
covered in evolutionary ecology by the conceptghanotypic plasticity and adaptive
plasticity (Via and Lande, 1985). However, thesaealdrconcepts also bring up numerous
more detailed questions that are at the heartaftigaonary ecology but not fully
understood: What evolutionary pressures seledtitgrly responsive (i.e. plastic)
organisms? Can we artificially manipulate the respgeness of an organism? Are there
limits to the response? Does being responsive ioasts? Do these costs depend on
environmental variability? These questions, amahgrs, have been recently highlighted
in numerous reviews (e.g. Via et al., 1995; Pigliu@996; DeWitt et al., 1998; Agrawal,
2001; Callahan et al., 2008). However, empiricadlence about them has accumulated
very slowly (Pigliucci, 2005). Moreover, there senbe contradictory findings across
taxa (e.g. Scheiner and Berrigan, 1998; and Bell@alloway, 2008). The lack of detailed
knowledge and the contradictions in the existirsgits thus highlight the importance of
further research. In this introduction, | revieve theneral theory and empirical evidence
regarding how organisms cope with environmentabtian, research on phenotypic
plasticity, experimental evolution of plasticitycathe potential costs and limits of

plasticity.
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1.2 Environmental variability

Natural environments are constantly changing, amvir@nmental fluctuations may change
in both their frequency and magnitude (Boyce et28l06). For instance, changes in
frequency might result in longer favourable or wolarable seasons for individual species
(Boyce et al., 2006). Rhythmically repetitive chasgsuch as seasons or tidal movement
are ubiquitous across the planet (Begon et al.613®wever, infrequent extreme
environmental states may have greater influengeopailation dynamics, increasing
extinction risk, for instance, than either moreastonal or moderate changes (Pike et al.,
2004).

It is possible that organisms, populations andagioll communities do not respond
to averaged environmental conditions (Walther e28102) but are more likely to be
responsive to spatial heterogeneity (Walther e802) and the frequency of extreme
temporal events, such as extreme ocean atmospyegienits and temperatures (Parmesan,
2006). The study of the consequences of envirorsheanhditions outside the natural
range of species is important, for example, foranathnding the likely consequences of
changing environmental patterns due to climate gban

1.3 The mechanisms underlying organisms’ response to

changing environment

Species and populations’ response to climate chamge any other source of selection,
can be the consequence of at least two separateamisms: 1) populations that maintain
high genetic variation are likely to include preapted phenotypes that can increase in
frequency in response to environmental change €Va., 1995), or alternatively, 2) a
single genotype can thrive by adjusting its respdodifferent environmental conditions
through phenotypic plasticity (Via et al., 199%)ossession of a phenotype that can match
environmental conditions is likely to be a critiealset in reducing the risk of extinction
induced by environmental change. Both processesesait in populations persisting
through time in changing environments. However uhéerlying mechanisms and

consequently their costs and limitations are paéyntvery different.
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1.3.1 Genetic variation

Maintenance of genetic variation within a populatias been associated with various
population level factors, including population sae its variation, and migration rate
(which in turn increases outbreeding opportunit{@sankham, 2005). The genetic
phenomena of mutation, epistasis, and pleiotropyalo associated with levels of genetic
variation (Roff, 2002; Frankhman, 2005). In natumn@ny studies have found high
amounts of genetic variation within a populatioeg®avis and Shaw 2001 and Gienapp et
al., 2008 for recent reviews). Although there i sbme controversy surrounding the
generality of empirical studies linking enhancedeajé variance and a population’s

survival probability (Frankham, 2005), this concespgenerally accepted.

1.3.2 Phenotypic plasticity

Phenotypic plasticity is considered as a benefsoéution to living in
heterogeneous environments (Via et al., 1995). &tigpit plasticity can be defined as the
characteristic of a particular genotype to prodiiffierent phenotypes in response to
environmental conditions (Schlichting and Pigliyd®98; West-Eberhard 2003). It can
involve a single or numerous physiological, morplgadal and or behavioural reponses of
an organism to an environmental stimulus (Silvertp®998). Recently, plasticity has been
proposed as an adaptation for organisms to copevaitying environments (Bell and
Galloway 2008). Thus, organism with higher levdlplasticity could be expected to
perform better over a range of environments in canspn with a less plastic organism
(e.g. higher environmental tolerace). Howevergast in theory, it is expected that the
“optimal” fit of organisms to environmental variéity must involve some compromise
between a matching response to environmental i@riahd tolerating it (Begon et al.,
1996). Phenotypic plasticity is usually describgdhereaction normwhere drait of a
genotype is described as a function of an enviraniaigradient (Via et al., 1995;
Schlichting and Pigliucci, 1998). Thus, reactiomms can describe both non-responsive or
responsive traits (Figure 1.1.A and Figure 1.1.B&Spectively; Schlichting and Pigliucci,
1998), and the non-response or response acrossygeadFigure 1.1.A-B and Figure
1.1.C; Pigliucci, 2005). Authors use one or thesotthepending whether they refer to
plasticity of a trait as the property of a genotgpacross a population of genotypes (i.e.
gene by environment interaction or GEI; Pigliu@f05). In this thesis, | use phenotypic
plasticity to describe the responsiveness of atwaan environmental gradient.
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Figure 1.1. Panels to illustrate different types foreaction norms. A-C are illustrative figures to
describe the response of traits to the environmentA. Represents a trait that is not responsive tche
environment (e.g.Rana arvalis body size in relation to predation, Lardner, 1998)but there are
quantitative differences across genotypes. B. Rements a trait that is responsive to the environment
but there are no differences across genotypes (el@.osophila melanogaster development time in
relation to latitude, James et al., 1997 ); and Qkpresents a trait that is responsive to the envirament
and in addition genotypes respond differently Caenorhabditis elegans, Gutteling et al. 2007). *GEI=
Gene by environment interaction. D-E are hypothetial examples of the effects of two levels of
plasticity (from Figure C; e.g. blue genotype withhigher level of plasticity compared to the red
genotype) on fitness, D) differences in the level plasticity have no effect on fitness, whereas Ehows
that the level of plasticity on fitness (i.e. thelbe genotype has a wider niche breath compared tié¢

red genotype).
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Phenotypic plasticity has been documented in natuaerange of species along
altitudinal or latitudinal gradients (e.g. Ackesdyal., 2000). Empirical manipulations have
documented phenotypic plasticity arising underaiertonditions (e.g. Reznick et al.,
2001, Hautekeete et al., 2002), for instance, absungphenology and clutch size between
morphs in relation to temperaturBefrix undulata Forsman, 2001) and predator presence
(Daphnia hyaline Stibor, 1992Poecilia reticulata Reznick et al., 2001 review).

Phenotypic plasticity is not always expected t@baptive (West-Eberhard, 2003).
However, a plastic response to an environmentaigmacan be seen as adaptive if the
genotypes with phenotypic plasticity can cope witthanging environment better than
less-plastic ones and when there are genes ragukaich traits (e.g. GEI). In such cases,
phenotypic plasticity is expected to be under greglection (West-Eberhard, 2003). For
instance, we could imagine plastic trait that haslinect effect on fithess (Figure 1.1.D).
Conversely, a trait could be environmentally degenénd with direct effects on fitness
(Figure 1.1.E).

It is considered that environmental variabilityesg$ for phenotypic plasticity (West-
Eberhard, 2003). However, there is a lack of urtdaing on wheather all varying
environments facour the evolution of plasticitysBach on microorganisms suggests that
the scale of environmental heterogeneity can infteehe evolution of phenotypic
plasticity. Reboud and Bell (1977) conducted an@anary experiment in which
populations of an unicellular alg&iflamydomongswvere exposed to spatially or
temporally varying environments (alteration betwight and dark phases). Populations
exposed to spatial heterogeneity evolved into damkllight-adapted specialist, whereas
populations cultured in the temporally varying eéaaiment evolved genotypes with
phenotypic plasticity (referred by Reboud and BE#97) as phenotypically plastic
generalist). These results highlight the importapicie scale of environmental variability
in the evolution of phenotypic plasticity and thaintenance of genetic diversity
(Silvertown 1998).

To this point in this introduction, phenotypic giagy has been considered as a
beneficial characteristic: individuals can persisa varying environment. However,
having plasticity might as well have evolutionapnsequences that are not always
beneficial (DeWitt 1998). For instance, the redoetin genetic diversity could reduce the
evolutionary potential in a population (DeWitt 199Bloreover, although plasticity may
enhance fitness, organisms are not expected tafinéely plastic as there are numerous

possible factors limiting phenotypic changes (Mid &ande, 1985; Van Tienderen, 1991,
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West-Eberhard, 2003). For instance, there are ragamples in which an increase in
reproduction reduces an individual’s survival, &mhale fecundity is often limited by age
at maturation (Roff, 2002). Phenotypic plasticionstraints can also be due to
maintenance or production of certain traits (DeWiftal., 1998). Although the plasticity
cost has been commonly measured in terms of fittkesiine, the reduction of fitness is
thought to be mainly due to the production and teaiance of genetic and cellular
machinery necessary to be plastic (Scheiner, 1D8%YVitt et al., 1998). For example, to be
able to detect changes in environmental conditimasyiduals must allocate energy during
development to producing and maintaining a speaitchinery. This allocation will
reduce energy available for other activities andalao affect fitness traits such as
fecundity (DeWitt et al., 1998). In theory, it Isetrefore expected that organisms with
relatively plastic traits, compared to less plastiganisms, will pay a fithess cost, and that
this should be particularly marked in the abseri@ngironmental fluctuation. Although
these concepts are well established, empiricabrekento the costs of phenotypic
plasticity are accumulating only slowly (DeWittat, 1998). One of the reasons why the
progress in answering questions about phenotypstiplty has not been faster is that our

understanding about evolutionary pressures thatsgr plasticity is still limited.

It is not clear either what the exact costs invdlirephenotypic plasticity are. For
instance, Hughes et al. (2007) cultured populatadtis coliin cycling pH, randomly
fluctuating pH, constant acid, and constant base@mments. Their results suggest that
individuals can increase their tolerance to extrewid and alkaline environments (i.e.
change their reaction norm) if they have been ceara fluctuating environment
previously. However, contrary to these predictigpegulations with higher plasticity show
no apparent fitness cost when moved back to aaonstvironment. In fact, many studies
have not found any apparent cost associated wehgqitlipic plasticity (e.g. DeWitt, 1998;
Agrawal et al., 2002; Relyea, 2002; Van Kleunen Eisgher, 2005; Caruso et al., 2006;
Callahan et al., 2008). It seems plausible, theegthat organisms often pay no price for

having a trait in an environment where that traiot advantageous.

However, it is important to note that the abserfcgpparent costs of having
plasticity does not necessarily mean that theremareosts. This is because our ability to
determine which traits contribute to fitness isited and the same trait is not necessarily
costly in all environments (e.g. DeWitt et al., 89%teinger et al., 2003; Pigliucci, 2005).
Thus, advancing the field requires experimentalisgithat incorporate manipulations of
environmental variability and detailed monitorinfgtloe resulting fitness components of

organisms living in these environments.



S. Anaid Diaz, 2009 Chapter 1, 24

1.4 Model species for evolutionary experiments

Selection experiments, as exemplified by Hughed.€2007)’s study, are important tools
for addressing evolutionary questions. In additibis important to choose an appropriate
model species. For obvious reasons (short generiatie and easy maintenance), studies
on adaptation to environmental conditions have ipdieen conducted on small organisms
(e.g. bacteria, Bennett et al., 1992; algae, RelamadBell, 1997; Kassen and Bell, 1998;
viruses, Weaver et al., 1999; Daphnia, ScheinerYamdpolsky, 1998; free-living
nematodes, Brun, 1965; Drosophila, Dobzhansky, 1947

Over the years, the use of metazoans such asffeesliving nematodes and water
fleas in evolutionary experiments has significaimiigreased (Daphnia spp. Scheiner and
Yampolsky, 1998; Drosophila spp., Dobzhansky, 1®@&enorhabditis spp.; e.g. Brun,
1965). Compared to uni-cellular organisms, studyimggazoans provides an opportunity to
describe processes of birth and death with mom&ld&his allows, for instance, breaking
down fitness into life-history components suchegwoductive and survival schedules. In
addition, another advantage of using these spleedeen the bulk of information already
available concerning their physiology, developrmem genetics (for a recent review, see
Hedges, 2002). Their increasing use is also patiéntinked to the availability of
completed genome sequences of several model sgParsng, 2008)C. elegansvas the
first multi-cellular organism to have its genomesenced in 1998 (Th€. elegans
sequencing consortium, 1998&). eleganss part of the Caenorhabditis species-complex
which comprises one of the most widely studied aedas. The use of Caenorhabditis
spp. as model species has had a huge impact gesing the understanding of genetics,
neurobiology, embryonic development and the agprogess over the last 30 years
(Brener, 1974; Fitch, 2005). However, despite tealability of its genome, we
understand little about their ecology in the whérticularly, we know little about the

ecological and evolutionary pressures that havpeshéheir life histories (Fitch, 2005).

Using Caenorhabditis species as a model systenoiant@nary ecology has
numerous advantages; its basic biology, physiogy genetics are well known compared
to many other animals (Epstein and Shakes, 1998)eter, compared to other
invertebrates (e.g. Drosophila), Caenorhabditisviddals can be cultured under similar
environmental conditions throughout their life. Bhthe possibility of inverted selection,
due to the use of different growing conditions kegtw juveniles and adults, is diminished.
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The Caenorhabditiggenus comprises a group of bacteriophagous nensavatte
small body sizes, and short generation time (Kier#tkd Sudhaus, 2006). They are free
living nematodes commonly found in soil associatéti invertebrates or in rotting fruits
(Baird, 1999; Barriare and Felix, 2006; Chen et2006; Kiontke and Sudhaus, 2006).
The genus has 19 described species, some of wt@eh@phologically indistinguishable
but diverse in their natural habitats and reprasgaanodes (Kiontke and Sudhaus, 2006).
Only four of these 19 species have been studiadiyrdetail:C. briggsaeC. remaneiC.
brenneri(or C. sp. PS1010andC. elegangElegans group, Kiontke et al., 2004).
Although these species are morphologically veryilamC. eleganstreproductive biology
differs from that of the other thre€. elegangemales have a facultative reproductive
biology, thus they can produce progeny by matinty wiales or/and by self-fertilisation.
In contrast, the other species are known to rem®dtrictly by outcrossing (referred by
others as gonochoristic/dioecious reproductionh@ud and Kiontke, 1996; Baird, 2002;
Kiontke and Sudhaus, 2006).

Both self-fertilisation and outcrossing strategiaa be potentially advantageous in
some circumstances: outcrossing species are knodisglay higher genetic diversity
within populations, while self-fertilizing speciase not constrained by having to find a
mate (Jovelin et al., 2003; Cutter et al., 2006lliBs, 2006; Dolgin et al., 2007). Since
populations with low levels of genetic variabilityight have a limited rate of evolution
(Fisher, 1930), the use of outcrossing species npigivide researchers with the means for

avoiding inbreeding depression and increasing Woéugonary potential in the laboratory.

The ecology ofC. remaneis better known than that of other outcrossing
nematodes (e.g. Baird, 1999; Berriere and FeliQ52@. remanes basic reproductive
biology is assumed to be similar to its relativeelegansdut it does not have
hermaphroditic reproduction (Baird, 2002). A heptmadite can produce up to 300 eggs
and males up to 1000 sperm. Its life cycle (i.@ ®gegg cycle) takes approximately 60
hrs at 20 °C to complete but this is sensitiveetoferature: 45hrs at 16 °C and 95hrs at 25
°C, respectively (Epstein and Shakes, 1995). Af&eching (incubation ~18 hrs) the larva
goes through 4 larval stages (L1-L4) before reaghiaturity (Hope, 1999). An important
stage during a Caenorhabditis sp. life cycle isstiiealled “dauer” stage, which is a
developmentally arrested larval form that doesfeetl. Studies indicate that dauer
formation is caused by a pheromone produced bgdés under unfavourable conditions
such as crowding, food scarcity and high tempeeat(Riddle and Albert, 1997; Ailion
and Thomas, 2000; Viney et al., 2003; Harvey antkYy, 2008). The variability of dauer
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stage development represents a reaction norm egashphenotypic plasticity induced by
environment conditions (Viney et al., 2003; Hanaeyl Viney, 2008).

Another important characteristic of the Caenorhtiddpecies-complex is that
individuals grown under laboratory conditions proeuwll their eggs in a short time (50-60
hrs at 25 °C) once they reach maturity. After flesiod, adults usually can live up to 3
weeks. Males reared individually under laboratargditions have a lifespan 10-20%
longer than females (McCulloch and Gems, 2003)tHigtdifference does not exist when
individuals are reared in groups (Gems and Rid86). This result reflects the trade-off
between survival and reproduction in males. Vanii@s et al. (2005) simulated
conditions in natural soil habitats and found aagyereduced longevity (ca. 10%) Gf
eleganscompared to standard laboratory conditions, argllikely thatC. remanein the

wild will have a correspondingly shorter lifespan.

C. elegandas a widespread global distribution (Fitch, 208%) althougit.
remaneihas been isolated in only a few countries arobed\torth Hemisphere (Sudhaus,
1974 unpublished data; Barriere and Felix, 200%,d34999), it is likely to be equally
widespread. Genetic studies have found high vditiakiithin and betweerC. remanei
populations, which could suggest it is also moreely spread than documented in the

literature (A. Cutter pers. comm.).
1.5 Aims and objectives of the current study

The main objective of my PhD is to quantify whethetividuals with plastic phenotypes
pay a cost when living in a constant environmeatdressed this question by conducting
selection experiments in the lab and using a neteatpecieCaenorhabditis remangas

a model system. The research involved several @rascomplish the main question (see
Figure 1.2; section A, B, C, D): to descriBeremanedemography in the laboratory
(Chapter 2); to study the effect of the number afers onC. remanefemales’ life history
(Chapter 3); to describe levels of plasticity®fremanefemales measured as the level of
tolerance over a range of temperatures (Chaptéo 4)escribe changes in life-history traits
and tolerance to temperature of population€ .afemanecultured in two environmental
regimes for 50 generations (Chapter 5); and tostigate the evolution of plasticity after

the selection experiment and whether having pliagimtcurred any cost (Chapter 6).

As information on the demography of the outcrossipgcies in the Caenorhabditis
genus is generally anecdotal and merely assumieel $somilar toC. elegansl quantified
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the reproductive and survival schedule€ofemanerultured in standard laboratory
conditions (Chapter 2, section A.1 in Figure 1.2).

Caenorhahdifis remanel

Environmental variation
and life-history evolution

zation of v

number of males on
history

ype populations

ion in
rt and fluctusting
environment

Selection exy

Evalution of plasticity

Selection experiment 2

swapping populations  between

wironmerts

Figure 1.2. Thesis layout. See the text for moresthils.

Using C elegan’sprotocols, modified for an outcrossing nematodedracterised the

basic demography for individuals of two strains {24 and MY12-G). These strains were
recently isolated from the wild (2005 and 2006 pessively). They were acquired from
frozen samples that were kept frozen after theiatgon from the wild. Therefore, |
considered that they represent natural populatiooisyet adapted to laboratory conditions.
| used a half-sib breeding design throughout thekvim estimate the phenotypic variance
of traits of related (within replicate) and unrelhindividuals (between replicates) of the
strains cultured in a common environment in the Tie purpose of this was to quantify
the variance between related and unrelated indsdas a proxy to quantify the genetic

structure across the population (Maynard Smith9).98

AlthoughC. remaneandC. elegansare morphologically indistinguishable, they differ
in their reproductive biology in th&. remanefemales need male sperm to reproduce,

wherea<C. eleganhiermaphrodites are able to produce and storedhairsperm (Byerly
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et al., 1976, Kimble and Ward, 1988). Recent reseanC. elegansas shown sperm
limitation and evidence of a potential sexual cohfh this hermaphroditic species
(Kleeman and Basolo, 2007). Similar processes coellexpected in other free-living
nematodes of th€aenorhabditiggenus too, however, evidence of either in gonoshiori
species is lacking. Therefore, as part of my resedrnvestigated in Chapter 3 (section
A.2 in Figure 1.2) to what extent female reproduetand survival schedules depend on the

number of males present.

Phenotypic plasticity is a widespread phenomenoa €val., 1995). In Chapter 4
(section B in Figure 1.2), | quantified the respopo$life-history traits to temperature. This
was required as a baseline to describe thermahtade of the two geographically distinct
strains and a half-diallel cross between them, whitowed a comparison not only
between different strains, but what might be a ngyeneetically diverse hybrid population.
Differences in the thermal tolerance of these pajparhs could be caused by local
adaptations or by changes in gene frequenciesadgbtridisation. The objective was to
test whether local adaptations and hybridisatiaal, different effects on levels of

phenotypic plasticity.

In the rest of the thesis (Chapter 5-6, sectioa®€D in Figure 1.2), | focused on the
effects of constant and predictably-fluctuatingiemvments on the evolution of
phenotypic plasticity. Despite numerous theoretstatlies describing the evolution of life-
history traits in fluctuating and uncertain envinoents (e.g. Tuljapurkar, 1989;
Tuljapurkar, 1990; Orzack and Tuljapurkar, 200&gre is little empirical evidence
relating to it. Thus, in Chapter 4 (section C iguFe 1.2), the evolutionary consequences
of environmental conditions on fithess were asskdsaultured populations &. remanei
under two thermal regimes, constant and predictfibtyuating, for 50 generations. |
compared the response of life-history traits irsthenvironments at generation 1, 20 and
50.

In theory, the existence of predictability in thev@onment can select for individuals
that vary their life histories according to envinoental cues (Roff, 2002). Thus, in Chapter
6 (section D.1 and D.2 in Figure 2), | investigatieel evolution of phenotypic plasticity in
populations exposed to two environmental regimeagtant and predictably fluctuating
temperature). | expected that individuals that Haeen selected for a fluctuating
environment would have more plastic responses. M@ after the translocation between
environmental regimes, | expected that individwéts plasticity phenotypes would pay a

fithness cost when moved to a constant environment.
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Cultured under Standard Laboratory Conditions
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2.1 Abstract

Species of th€aenorhabditiggenushave been used as model systems in genetics and
molecular research for more than 30 years. Defiugebasic information about their
demography, in the wild and in the lab, has rendhumgknown until very recently. Here,
we provide for the first time a closely quantifiifeé-cycle of the gonochoristic nematode
C. remaneiUsing C elegangrotocols, modified for an outcrossing nematode, w
estimated the basic demography for individualsaaf $trains (JU724 and MY12-G) which
were recently isolated from the wild. We used d-bifdl breeding design to estimate the
phenotypic variance of traits of related (withind) and unrelated individuals (between
lines) of the two strains cultured in a common emwnent in the lab. Comparisons
between these strains showed that JU724 was charzact by significantly lower overall
lifetime fecundity and by differences in age-spiedécundity relative to MY12-G, but
there were no differences in their life expectaanyg reproductive lifespan. We found high
phenotypic variance among all traits. The varianithin lines was relatively high
compared to the low variation between lines. Wegsagthis could be the result of high
gene flow in these wild-type strains. Finally, carpons between species suggest that,
despite the differences in reproductive strate@ies sex ratios, lifetime fecundityg.

remaneihas a developmental time similar to the hermapticdd?2 strainof C. elegans
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2.2 Introduction

The Caenorhabditiggenus comprises a group of bacteriophagous fveeglnematodes
commonly found in soil associated with invertebsate in rotting fruits (Baird, 1999;
Barriare and Felix, 2006; Chen et al., 2006; Kientkhd Sudhaus, 2006). The genus has 19
described species, some of which are morphologigadistinguishable but diverse in their
natural habitats and reproductive modes (Kiontlkee Gimdhaus, 2006). Their use has had a
huge impact on increasing our understanding ofrtaehanisms affecting gene expression,
neurotransmitter function in the nervous systerthyays in development and the ageing
process (Fitch, 2005). Despite this, the importasfanvironmental and ecological factors
that control their demography in the wild or in thboratory has been ignored until very

recently (but see Chen et al., 2006).

Recent ecological studies @h elegandave suggested the presence of high
genetic variance within populations in the wild (Bere and Felix, 2005; Haber et al.,
2005; Sivasundar and Hey, 2005), among naturallptpaos from different geographical
origins (Cutter et al., 2006) and between lab d&tewart et al., 2004). Moreover, there
is a good body of evidence that life-history tra&ithibit variance within isolates and differ
between lab strains cultured in common environmetas example, studies have reported
differences in body size, lifetime fecundity, sexi@, reproductive length, plug formation,
lifespan and dauer formation (Hodgkin and Donidd&97; Gems and Riddle, 2000;
McCulloch and Gems, 2003; Viney et al., 2003; Céeal., 2006; Harvey and Viney,
2007).

In contrast, the ecology of oth€aenorhabditisspecies has received much less
attention. Fifteen of the 19 described speciekaosvn to reproduce strictly by
outcrossing (gonochoristic/dioecious reproductimghaus and Kiontke, 1996; Baird,
2002; Kiontke and Sudhaus, 2006). However, onlgédlaf these species have been subject
to any systematic studieS: japonicg C. remaneandC. brenneri(referred to henceforth
as outcrossing specie€)aenorhabditis remanébudhaus, 1974) has received most
attention from an ecological perspective. Althoitdias been isolated from only a few
places around the world, China, France, GermanggHy, Japan, Switzerland and the
US, (Sudhaus, 1974; Baird, 1999; Barriere and F2005; Sudhaus and Kiontke, 2007), it
is likely to be as widespread as its relatzeclegangFitch, 2005). Based on samples of
C. remanecollected around the world, recent studies sughas€C. remanecould be

particularly restricted to temperate latitudes (&b and Kiontke, 2007). Genetic studies



S. Anaid Diaz, 2009 Chapter 2, 32

have found high variability within and betwe€nremanepopulations (Cutter et al.,

2006), which is likely to translate to phenotypariance. In the field, it has been mainly
found as a dauer stage associated with terrestviattebrates such as isopods, snails and
beetles and collected from rotting fruits (Bair899; Kiontke and Sudhaus, 2006).
Compared tc&C. elegansthe outcrossing species are known to have higgeetic variance
(Jovelin et al., 2003; Cutter et al., 2006; Phd)i@g006; Dolgin et al., 2007). Detailed
information on the demography of the outcrossirgcss is generally anecdotal and is
assumed to be similar @. elegansAlthough these species are morphologically
indistinguishable, they differ in their reproduditiology in thaCC. remanefemales need
male sperm to reproduce, wher€aslegansiermaphrodites are able to produce and store

their own sperm.

This study describes for the first time the lifeleyand demographic parameters of
C. remaneunder standard laboratory conditions using prdsodeveloped foC. elegans
but modified for a gonochoristic species. We comelditaboratory experiments to quantify
two vital rates: age-specific fecundity and survshop. Based on these, we then derived
seven additional life-history parameters: lifetifeeundity, life expectancy, reproductive
lifespan, generation time, population growth ratable age distribution and reproductive
value. We compared these traits across two difteseains recently isolated from the
wild. Moreover, we used a half-sib breeding desayaxplore the phenotypic variance

within a group of relatives compared to the offsgrof unrelated individuals.

2.3 Material and methods

2.3.1 General maintenance and procedures

Two wild-type strains o€. remaneiJU724 (from China) and MY12-G (from
Germany), were used in this study. Both strainsevedétained from frozen stocks provided
by M. A. Felix from the Nematode Biological ResaeiCentre in France and N.
Timmermeyer from the Animal Ecological Centre inr@any, respectively. Briefly, the
Chinese strain was isolated from soil in Zhouzhydrangsu, China, in May 2005. The
German strain was isolated from rotten apples iniAgen, Germany, in September 2006.
Both strains were recovered from the field followstandard techniques as described by
Barriere and Felix (2006). Once samples were obthithe original source population was
maintained as a large outbred population (assonggthg) and re-cultured by “chunking”
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four random pieces of agar (approx. 1°cfor approximately two generations. Then it was
sub-divided into five lines and finally stored ieveral eppendorf tubes and maintained at -
80°C, following lab protocols described by Hope9@p Individuals recovered from these
stocks were used for the assays. All individualseveeiltured in a constant temperature
incubator, maintained in NGM petri dishes and fachdawn ofEscherichia col{(OP50

strain).

Prior to each assay, a sample from a specificviag thawed at room temperature
for a few minutes, poured into a NGM petri dish atmled at 20°C. Approximately 2 d
later, five gravid females were randomly selectednfeach line and transferred into
individual petri dishes. The L4 offspring from tleeflemales were used to initialize all
assays. Petri dishes of 30 mm diam. were usedty @at all the assays, and all work was
done at 20°C.

2.3.2 Life-history assays

The life history assays were divided into two satdi First, we standardized the lab
protocols and described the basic demography dcdpkeies using the JU724 strain. We
quantified egg hatching, development time, fecynalitd survival rates (referred to
henceforth as vital rates) of different individénale nematodes from a particular line
given continuous access to males. Second, usindetedoped lab protocols on both
strains, we compared the vital rates of JU724 ald 24G. The objective here was to
estimate the variance among individuals, betweaesland across strains. We followed 25

individuals from each strain (five per line).

2.3.3 Egg hatching

Five pregnant females at early stage (1 d aftemggiand five more at a later stage (2 d
after pairing) were taken from the initializing skoand isolated individually in petri
dishes. These females were monitored and trandfexery hour into a new petri dish
until eggs were found (time 0). Subsequently, fenalere removed and petri dishes

monitored at 2-hr intervals until all eggs hatchBde JU724 strain was used for this assay.



S. Anaid Diaz, 2009 Chapter 2, 34

2.3.4 Development time

Ten virgin females randomly chosen from the L4iatizing stock were individually
isolated with one male (time 0). Mating and eggrigytook place ad lib. Individuals were
monitored at 12-hr intervals for a period of 4.tbcstimate numbers at each particular life
stage and adult sex ratio. Simultaneously, matmeafes and males were removed to
avoid overlapping generations. This assay was tesddscribe changes in egg, larvae and
adult frequency over time. Larval counts were ddddnto two ages: larvae between first
and third stage (L1-L3) and female larvae withidgtishable L4 features (undeveloped
vulva; Sternberg, 2005). Adult counts were dividad females (spiky tail and vulva) and
males (fan-like tail; Hodgkin, 1987). The JU724strwas used for this assay.

2.3.5 Vital rates

Initially, a virgin female was paired with four yog males for 48 hr (referred from here to
henceforth as age 2 or 2-d old adults). To avoidmssibility that female lifetime
fecundity may be sperm-limited, females were subsetly transferred into a new petri
dish with four new young males on alternate daysr(Bet al., 1994). Transfers were
continued until the female stopped laying eggs (nsaxtransfers). A female was recorded
as dead if no movement was observed or it faileggpond to a gentle touch with a
platinum wire. Age-specific fecundity was estimabgdcounting the number of juvenile
larvae present in each plate. Plates were moni@ikdfter the female was previously
transferred to account for the number of larvaeeolesl. Five virgin females (one from
each of the original five lines described abovejenrandomly selected for this assay and
paired with unrelated males from the four alterriies. In total, 25 females from each of
the strains, JU724 and MY12-G, were assessed.

2.3.6 Demographic and statistical analysis

Seven additional demographic parameters were eaémliforC. remaneusing the data
collected from the vital rates assays. We applietl-kinown methods in demography
(Caswell, 2001) to calculate the lifetime fecundiife expectancy, reproductive lifespan,
generation time, population growth rate, stablediggibution and reproductive value.

The definition and calculation of these demograpiaiameters used here are summarized
in Table 1. Briefly, a projection matri was constructed, containing the age-specific
reproductive estimate&j on the first row and survival probabiliti3; on the

subdiagonal, calculated from the age-specific @tswell, 2001). Matrix methodologies
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were used to estimate population growth rajettie stable age distributiow) and

reproductive valuev.

Estimate

Description

Acronyms and calculati

Age-specific survival or

survivorship function

Proportion of individuals surviving from

birth (xo) to agex

X

Age-specific fecundity or

maternity function

Offspring per individual aged per unit

time

Lifetime fecundity

Number of offspring produced per

individual in their lifetime

Reproductive lifespan

Number of reproductive dagsfstart

of reproduction

Life expectancy

Number of days to live from age x

Population growth rate

Rate at which populaticowgr in

discrete time

A = dominant eigenvalue

of projection matrixA

Generation time

Expected mean time between a &ema
having offspring and when her daughte

have their offspring

T_lemxx
rs z|xmx

Stable age distribution

The age distribution atciwithe whole
population as well as all the age classe

grow at a raté.

Aw =21 w; right

seigenvector ofA

Reproductive value

Relative reproductive contiitnuto the
population growth rate by an individual

at agex

v A =\ v; left eigenvector
of A

Elasticity

The effects of proportional changeshie
entries of matriXA on the population
growth ratex

_8 04

%-Aa

Table 2.1. Description and calculations of demogphic parameters used in this study. Caswell, 2001

was used as a reference.

In addition, we calculated the elasticity of theplation growth rate with respect

to age-specific parameters for the two strains i@ &l The elasticities quantify the

proportional change ik given a small proportional change in a vital (@i¢herF; or P))

(Benton and Grant, 1999; Caswell, 2001). Sihcan be used as a measure of fithess

(Benton and Grant, 1999), elasticities can be ts@ahticipate the intensity and direction

of selection on different life-history parametdraride, 1982; Benton and Grant, 1999).
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2.3.7 Model construction and comparison

Using mixed-effects models, we analyzed the pattéxariation of the estimated traits
among individuals (within lines), between lines @uwdoss strains. Model syntax used here
denotes fixed variables with upper case lettersrandom variables with lower case
letters. We used subscripts to denote differerdltesf the data as followkfor individual
observations (1,2,...,50)for the line (1,2...,10);, for the strain (1,2) andfor the age

(0,2,4,...,16 days) of thh individual. In some cases, we us@d to describe the average

of a trait across observations followed by a sup@tdenoting which trait we referred to

A

(e.q., B refers to the average life expectancy of all ttddviiduals used in the experiment
— see Table 1 for trait acronyms). We presenteddhniance components in terms of
percentages of the total variance attributableathesffect (e.g., percentage of the variance
within lines= cine>/ [oiine> + 657, and the percentage of the error variance isepites!
similarly). We assumed that the variances of ranéffects were normally distributed

with mean zero.

All statistical analyses were done using R 2.7fiware (R project for statistical
computing: http://www.r-project.org). Data were Bsad by fitting mixed-effects models
using the “Imer” function (“Ime4” package). We eséted the relative effects of different
sources of variance on phenotypic traits. We coetb#re variance among individuals
(within lines) and between lines (within straingré treated as random factors, and
differences across strains (here treated as a éKedt). In addition, survivorship was
analyzed by fitting survival models using the “Suilenction (“survival” package) and
testing whether the probability of dying was constcross time or whether it changed
across ages (by fitting Exponential and Weibull gledsee Ricklefs and Scheuerlein,
2002; Crawley, 2007).

Model comparison was done using Likelihood Ratist$¢LRT) for nested models.
For unnested models, the model with the lowest Yd{ie was chosen. See Table 2 for the
LRT and AIC values for each model. In addition, pvevide a summary of the descriptive

statistics for the preferred models (Table 3 anbld 4).
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2.4 Results

2.4.1 Basic demography of C. remane (strain JU274)

We did not detect significant differences in egtching patterns between pregnant
females at the early and late stagfe=(2.96, 4dfP = 0.57). Therefore, all 30 eggs were
analyzed together to estimate average hatching #&n20°C, eggs hatched between 12
and 20 hr after being laid (13.8 + 2.4 SD, n = Jbje rate of nematode development was
measured by following the offspring of 10 femalesaoNGM petri dish. After pairing
(time 0), egg peak number on the surface occutréd?a + 0.46 SD d (Fig. 2.1a).
Subsequently, juvenile larvae (L1-L3) were mostradaunt at 1.58 £ 0.54 SD d (Fig. 2.1a).
After this time, larvae exhibited sex-specific i@ats; peak numbers of female L4 larvae
were recorded at 2.50 + 0.55 SD d (Fig. 2.1b). Mdldéarvae were difficult to distinguish
from adult males, therefore, the adult male coumilside both L4 and adult stages; they
peaked at 2.87 £ 0.70 SD d. Adult females and neathgited similar dynamics; highest
numbers were recorded at 2.59 = 0.60 SD d (Fig:)29ex ratio of females to males did
not differ from unity ¢*= 2.20, 1dfP = 0.86).
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Figure 2.1. C. remanei’s development time at 20 °C in the lab. Bars repient the proportion of: (a)

eggs and larvae, (b) pre-adult females (L4) and (@dult females and males found on 10 NGM-petri

dishes over time.
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Females oC. remanecultured under laboratory conditions at 20 °C picet! 328.24 +
39.00 SE (59.41% CV —coefficient of variation) @ifisg during their lifetime. They can
live up to 16.08 + 1.55 SE (44.19% CV) d, whileithreproductive lifespan can last up to
9.84 £ 0.48 (27.47% CV) d. Moreover, they producnesst of their offspring early during
their lives; on average, 90% of the offspring wereduced by day 6 (Fig. 2.2a). The
survival analysis suggested that females’ mortaéitg was not constant during their lives
but increased towards the ends of their lives (\Werbodel: intercept = 2.85 + 0.07 SE,
log (scale) = -1.83 + 0.36 SE; LRT compared to egmntial modely?= 12.58, 1 dfpP <
0.01; Fig. 2.2c).
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Figure 2.2. Age-specific fecundity (a and b) andusvivorship (c and d) of females at 20 °C. JU724 ah
MY21-G are represented by filled and open symbolsespectively.

Using these age-specific fecundity and survivaligal we estimated four
demographic parameters to describe the life cyicleeoworm in more detail. We found
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that the population growth rate measured over eéisdime §) was 11.39 + 30 SE/d. The
time to increase by a factor bi{generation time) was 2.81 + 0.26 SE d. The stapée
distribution at a given time can be seen in Figagsuggesting that approx. 90% of the
population in the lab is comprised of < 1-d-old/ke, while the older age classes are rare.
The reproductive value distribution suggests thata-d-old adults contribute most to the
next generation and the contribution of older feaalecreases rapidly as they age (Fig.
2.3b).

The elasticity estimates to a change of a vita ceth. decreased exponentially
with age (Fig. 2.3c), indicating that a changehia survival of worms up to the first stage
(e.g L1-L3), before reproduction, would have thghieist potential impact dn Production
of offspring by young adults (2-d-old) had the satbighest elasticity value. In general,
the production of offspring at a given age hasghéi elasticity value compared to the

survival estimate of the same age.
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Figure 2.3. (a) Stable age distribution; (b) agepgcific reproductive value; and (c) the elasticitylog
transformed) of A to changes in age-specific survival probability (Rfilled symbols) and age-specific

reproductive estimate (Fi, open symbols) for JU724



S. Anaid Diaz, 2009 Chapter 2, 42

2.4.2 Vital rates. comparison between strains

We compared the estimates of vital rates betweaamst Given the nested breeding design
(individuals within lines and lines within straingye were interested in quantifying the
effect of the variation between and within linestba overall phenotypic trait. We used
mixed-effects models to describe such variationtarmbmpare strains.

We analyzed lifetime fecundity.F) by fitting a model to describe the observations
in relation to the mean lifetime fecundity of aitividuals sampled from thjéh strain
(Strain fixed effect), plus a random effect representimgdeviation for thé&th line, and
the error termdy) representing the deviation in lifetime fecundity thelth individual

from thekth line. The model was:
LF, = Strain, +line, +&,, ; (Model 1, Table 2.2)

This model suggested that females from the JU#2éhgproduced significantly lower
numbers of offspring (lifetime fecundity: 328.2439.00 SE) compared to females from
the MY12-G strain (497.60 + 27.72 SE= 7.87, 1 dfP < 0.05; Model 1 vs. Model 2,
Table 2.2). However, the variance between lineslescompared to the variances within
lines (percentage of variance componesitg’< . % 1.86 and 98.14%, respectively).
Therefore, the model could be written without addime variance term to describe the
effect of thekth line, and the final model becomed:Fjs = Strain, + &, . (Model 3,
Table 2.2, Table 2.3). Model comparison using th@ ¥alues made no clear distinction
between models (Model 1 vs. Model 3, Table 2.2gr€&fore, the simplest model was
preferred.
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Models Model syntax AIC logLik DF

Lifetime fecundity

Model 1 LFjq ~ Strain + (1]ling) 659.62 -326.81 3

Model 2 LF~ B7° + (1]iing) 665.49 -330.74 2

Model 3 LFj ~ Strain; 659.65 -326.83 2
Life Expectancy

Model 4 Ejq ~ Strain+ (1]ling) 334.96 -164.48 3

Model 5 Eu~ B+ (1]ling) 335.64 -164.82 2

Model 6 Ej~ B° 333.64  -164.82 1
Reproductive lifespan

Model 7 R~ B+ (1]ling) 231.97 -11399 2

Model 8 RLy ~ Strain + (1|ling) 233.46 -113.73 3

Model 9 RLjy~ B 231.97 -113.99 1
Age-specific fecundity

Model 10 Miiw ~ Age + Strain; + Age:Strain; + (agelind)) 4026.3 -1949.2 64

Model 11 Miw ~ Agg + Strain + Age:Strain + (agelind)+ (ageglline)) 4097.4 -1939.7 109

Model 12 Miw ~ Agg + Strain + Age:Strain + (1]ind) 4110.9 -2035.4 20

Model 13 Mi ~ Agg + Strain + (age |ind) 4026.2 -1957.1 56

Table 2.2. AIC and log likelihood (logLik) valuedfor vital rates models. Bold letters correspond tdhe
preferred model for each trait according to the AIC (see Methods). Model syntax as in the text (upper
case letters denote fixed variables and lower caktters denote random variables). Random variables
are included within brackets (similar to R syntax br ‘Imer’ function). The symbol “:” denotes an
interaction.

We used the same approach to analyze the life tpmg €), of thelth worm from the
kth line and thgth strain. The starting model was:

Ejq = Strain; +line, + &y 1546l 5, Table 2.2)

where theStrain describes the mean lifetime fecundity of JU724 iYdl2-G. However,
we did not detect statistical differences betweeairss (number of days lived: 16.08 +

1.55and 17.60 £ 0.92 SE, JU724 and MY12-G, respygt XZ: 0.68, 1 dfP =0.41,

Model 4 vs. Model 5, Table 2, Fig. 2.2c,d). Therefaghe model could be better
= AE i . AE
Ej = 6" *line +&y, (Model 4, Table 2), wheré represents the

average life expectancy of all the individuals usethe experiment. However, there was a

formulated as:

low variance between lines compared to the variaviten lines 6jne’< o % ~0.01land

nE
99.99%, respectively), thus, a model with only @verage population life expectane@, :
provided a more parsimonious model than one inolythe variance term to describe the
effect of theth individual from thekth line (Model 5 vs. Model 6, Table 2.2). The final

— pE
Ejkl —ﬂ +£jkl

model was: ; (Model 6, Table 2.2, Table 2.3).



S. Anaid Diaz, 2009 Chapter 2, 44

Similar to the previous analysis, we did not degtatistical differences between strains
(number of reproductive days: 9.84 + 0.48 SE an82#0.46 SE, JU724 and MY12-G,

respectivelyy”= 0.52, 1 dfP = 0.47; Model 7 vs. Model 8, Table 2.2). The $tarmodel
for Reproductive LifesparRL) was:

— nRL L
RLy =B +line, + ¢ ; (Model 7, Table 2.2)
Again, we found a low variance between lines comgao the variance within lines
(iine’< 6., %: ~0.01and 99.99%, respectively). Adding a variaecm to describe the effect
of thelth individual coming from thé&th line did not improve the fit of the model (Modl

. RL, =A™ +¢,
vs. Model 9, Table 2.2). The final model was™ K- (Model 9; Table 2.2,
Table 2.3).
Model Parameter Type of Estimate SE t-value P
variable
3 Lifetime fecundity
B F 328.24 34.07 9.63 <0.01
Strain MY12-G F 169.32 48.19 3.51 <0.01
& R 170.40
6 Life expectancy (days)
BE F 16.84 0.93 18.03 <0.01
& R 6.60
9 Reproductive lifespan
(days)
B F 10.08 0.34 29.83 <0.01
& R 2.39

Table 2.3. Descriptive statistics to describ€. remanei demographic parameters (lifetime fecundity, life
expectancy and reproductive lifespan) of females ttured at 20 °C. The models included here are the
preferred models to describe the phenotypic variare across strains, between lines and between indivials

assayed in this study. (Note that, since the lindfect was not significant, it is not included in tlrese models).

Model syntax and AIC values can be seen in TabIeZ.'B represents the intercept of the regression model.

Standard residual error is represented by€ . Fixed and random variables are denoted by the lers F and

R, respectively.

Observations of the number of offspring ttlefemale produced at each stage of its life
(M) were analyzed following similar steps. Our prexsgesults (seBasic demography of
C. remanei showed how fecundity varied in relation to the af the females. Therefore,
we used age as a fixed variable and the subsdopglenote the age of thid individual.
The best model was:
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My = Age +Strain, + Agg x Strain, +age|ind, + & 1046l 10, Table 2.2, Table 2.4),

where the bar | denotes the age-specific variaetveeen individualsifd,).

We found that females from the MY12-G strain ndyg@roduced on average more
offspring, but there was a significant interactimtween strain and agg € 15.80, 8 df,
P<0.5; Model 10 vs. Model 13, Table 2.2, Fig. Zo2an particular, MY12-G females had

higher fecundity at ages 4 and 6 compared to fesrfeden JU724. Other age-specific
fecundities were similar (Table 2.4).

Concerning the correlation among fixed effects,childescribes the relationship
between ages and interactions with the straindouwed that the fecundities at adjacent
ages were always positively correlated, high fedyrat age 2 is negatively correlated
with fecundity from age 6 and onwards (Correlaiwdfrixed Effects: Table 2.5), high

fecundity at age 6 is positively correlated wite gubsequent ages, and that both strains
had the same patterns.

(a) Fixed variables Estimate SE t-value
B 126.76 20.25 6.26
Age 4 -17.20 26.66 -0.65
Age 6 -69.52 25.91 -2.68
Age 8 -105.15 21.12 -4.98
Age 10 -118.17 18.26 -6.47
Age 12 -124.73 19.70 -6.33
Age 14 -124.73 21.28 -5.86
Age 16 -128.64 21.27 -6.05
strain MY12-G -8.76 28.64 -0.31
Age 4:strain MY12-G 89.12 37.71 2.36
Age 6:strain MY12-G 74.64 36.64 2.04
Age 8:strain MY12-G 32.99 29.86 1.11
Age 10:strain MY12-G 16.93 25.82 0.66
Age 12:strain MY12-G 10.15 27.84 0.36
Age 14:strain MY12-G 7.67 30.07 0.26
Age 16:strain MY12-G 11.95 30.02 0.40

(b) Random variables Variance SD Percentage of the

total variance

Age 2 10,117.29 100.59 22.56
Age 4 25,294.34 159.04 56.41
Age 6 5,474.03 73.99 12.21
Age 8 1,582.73 39.78 3.53
Age 10 1,649.41 40.61 3.68
Age 12 237.09 15.40 0.53
Age 14 346.60 18.62 0.77
Age 16 3.91 20.10 0.01

& 132.94 11.53 0.30

Table 2.4. Descriptive statistics to describ€. remanei demographic parameters (lifetime fecundity,
life expectancy and reproductive lifespan) of femals cultured at 20 °C. The models included here are
the preferred models to describe the phenotypic vénce across strains, between lines and between

individuals assayed in this study. (Note that, sirecthe line effect was not significant, it is not icluded



S. Anaid Diaz, 2009 Chapter 2, 46

in these models). Model syntax and AIC values carelseen in Table 2.2{3 represents the intercept of

the regression model. Standard residual error is neresented by € . Fixed and random variables are

denoted by the letters F and R, respectively.
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Table 2.5. Summary of Model 10 (Table 2) to desdx the age-specific fecundity. This includes the nelations of the fixed (A) and

random effects (B) of the mixed-effect model. Seedthods for details about the model syntax (which isimilar to R) and Results for

more details. Linear mixed-effects model (fit by maimum likelihood): age-specific fecundity ~ (Age) (Strain) + (Age + 0 | ind).

Name B Age | Age | Age | Age | Age Age Age strainM | Age Age Age Age Age Age
4 6 8 10 12 14 16 Y12-G 4:strain | 6:strain | 8:strain | 10:strain | 12:strain | 14:strain
MY12- | MY12- | MY12- | MY12-G | MY12-G | MY12-G
G G G
Age 4 -0.10
Age 6 -0.82| 0.45
Age 8 -0.92| 0.32 0.96
Age 10 -0.91] 0.45 0.86 0.90
Age 12 -0.98] 0.27 085 093 0.94
Age 14 -0.98| 0.03 0.84 093 0.85 0.95
Age 16 -0.97] 0.09 072 0.85 0.86 0.p4 0|93
strainMY12-G -0.71)  0.07 058 0.65 0.64 0.69 0{69 680.
Age 4:strain MY12-G 0.07 -0.71 -0.32 -0.22 -0.32 .18 -0.02 -0.04 -0.1(
Age 6:strain MY12-G 058 -0.32 -0.71 -0.68 -0p1 .60 -0.59 -0.51 -0.82 0.45
Age 8:strain MY12-G 0.6 -0.22 -0.68 -0.71 -0,63 .68 -0.66 -0.60 -0.92 0.3p 0.96
Age 10:strain MY12-G 0.64 -0.32 -0.61 -0.63 -0[71 0.67 -0.60 -0.61 -0.91 0.45 0.86 0.p0
Age 12:strainMY12-G 0.69 -0.16 -0.60 -0.66 -0,67 .790] -0.67 -0.67 -0.98 0.2p 0.85 0.93 94
Age 14:strainMY12-G 0.69 -0.02 -0.59 -0.66 -060 .60 -0.71 -0.66 -0.98 0.08 0.84 0.93 85 .95
Age 16:strainMY12-G 0.68 -0.04 -0.51 -0.60 -061 .60 -0.66 -0.71 -0.97 0.0b 0.12 0.85 86 .95
. Correlation of random effects:
Correlation
Name Age 2 Age 4 Age 6 Age 8 Age 10 Age 12 Age l4
Age 4 0.56
Age 6 -0.06 0.51
Age 8 0.10 0.57 0.9%
Age 10 0.45 0.94 0.48 0.41
Age 12 0.31 0.87 0.56 0.54 0.86
Age 14 -0.14 -0.39 0.48 0.45 -0.51 -0.34
Age 16 -0.08 -0.24 -0.62 -0.62 -0.25 -0.[13 -0{47

.93
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2.4.3 Trade-offs between the vital rates

We described the relationship between traits usorgelation analysis and similar model
constructions as before. We were interested im#tere of the relationship between traits
(positively or negatively related) and the respdmsveen strains (either additively or

within an interaction).

We described the relationship between the numbdays lived E) and lifetime
fecundity (F) for individuals from thexth line within thejth strain. The model was:
Eju =LF,, + Strain, +line, + &, ; (Model 1, Table 2.6)

We found very little evidence for a fecundity-swiadi trade-off; worms producing more
offspring during their lifetime did not have a stavrlifespan on averagéR;xisiope;= -0.01
+ 0.01 SE, t-value = -1.61). There was neitherféeceof the strainy®= 0.16, 1dfP =
0.68; Model 2 vs. Model 1, Table 2.6) nor an intéica between the strain and the slope
of LFji (= 2.32, 2 dfP = 0.31; Model 3 vs. Model 2, Table 2.6). Therefdhe model

could be better written asE:J"‘I =LFy + line, +¢&

K" (Model 2, Table 2.6). Moreover, we
found very low variance between lines comparedhéovariance within lines (~0.01 and
99.99%). A model excluding the line variance effges therefore more parsimonious

(Model 2 vs. Model 4, Table 2.6). The final modeﬂsv.ink' =LF *e

Table 3, Table 2.7).

- (Model 4,

We described the life expectandy) {n relation to the number of reproductive days
(RL) for thelth worm from thekth line within thejth strain. The model was:
B = RLy, + Strain, +line, + &, ; (Model 5, Table 2.6)
We found very low evidence of a relationship betwkie expectancy and the number of
reproductive daysRL usiope] = 0.09 * 0.40 SE, t-value = 0.14, Model 5). Moregthere
is no evidence of either an effect of the straf=(0.70, 1 dfP = 0.70; Model 5 vs. Model
6, Table 2.6) nor an interaction between the satRL (x*= 0.67, 2 dfP = 0.72; Model

7 vs. Model 6, Table 2.5). Therefore, the modelddne written without the Strain effect:

Ej =RL+line, +&, ; (Model 6, Table 2.6). Moreover, we found very leariance

between lines compared to the variance within I{r€s01 and 99.99%). A model
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excluding the line variance effect was thereforeemmarsimonious (Model 6 vs. Model 8,

Table 2.6). Therefore, the final model Wzlazs‘." =Rb * €5 (Model 8; Table 2.5, Table
2.7).
Model Model syntax AlC logLik DF

Life expectancy vs. Lifetime fecundity

Model 1 Ej ~LFjq+Strain +(1[ling) 334.45 -163.22 4
Model 2 Eja ~LFju +(1]ling) 334.60 -164.30 3
Model 3 Ej ~LFj +Strain+ LF,:Strain+(1|ling) 336.28 -163.14 5
Model 4 Eju ~LFjq 334.60 -164.30 2
Life expectancy vs. Reproductive lifespan
Model 5 Ejx ~RL+Strain+(1]ling) 335.59 -164.80 4
Model 6 Ej ~RL+(1]ling) 336.94 -164.47 3
Model 7 Ej ~RL+Straint+ RLy:Strain+(1[ling) 338.93 -164.46 5
Model 8 Eju ~RLj« 33559  -16479 2
Lifetime fecundity vs. Reproductive lifespan
Model 9 RLk ~LFj+Strain +(1]ling) 215.48 -103.74 4
Model 10 RLjx ~LFj+(1[line,) 215.01 -104.50 3
Model 11 RLk ~LFjq+Strain+RL:Strain+(1|ling) 215.18 -104.50 5
Model 12 RLy ~LFy 217.60 -105.80 2

Table 2.6. AIC and Log Likelihood values for corrdations across vital rates. Bold letters correspond
to the preferred model (see Methods). Model syntaxs in the text (upper case letters denote fixed
variables and lower case letters denote random vables). Random variables are included within

brackets (similar to R syntax for ‘Imer’ function). The symbol “:” denotes an interaction.

We described the number of reproductive d&l9 (n relation to lifetime fecundity
(LF) for individuals from thekth line within thejth strain. The model was:
Rbj = LF) + Strain; +line, + &, ; (Model 9, Table 2.6)
We found low evidence that reproductive lifespamvofms was correlated with their
lifetime fecundity [Fjasiope;= 0.01 = 0.01 SE, t-value = 0.44). There was neithe
significant effect of the straini{= 1.53, 1 dfP = 0.22, Model 9 vs. Model 10, Table 2.5)
nor an interaction between the strain and the sgize3.83, 2 dfP = 0.15, Model 11 vs.

Model 10, Table 2.6). Therefore, the model coulavbigen as:RLik' = LFj +line, +&y

(Model 10, Table 2.7). Moreover, although the vac@between lines was low compared

to the variance within lines, (21.70 and 78.30%pestively, Table 2.6), we found
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evidence that individuals from one line were manailar to each other with respect to
lifetime fecundity than individuals from other lméModel 10 vs. Model 12, Table 2.6).

Type of

Model Parameter . Estimate SE t-value P
variable
Life expectancy vs
4 Lifetime fecundityope F -0.01 0.00 -1.01 0.32
B E F 18.91 2.26 8.36 <0.01
& R 6.60
8 Reproductive lifespadipe F 0.09 0.40 0.22 0.83
B E F 15.95 4.13 3.86 <0.01
& R 6.67
10 Reproductive lifespan vs.:
Lifetime fecunditysope F 0.00 0.00 5.32 <0.01
B RL F 6.71 0.74 9.02 <0.01
Percentage
Variance SD of the
Variance
line (Intercept) R 0.89 0.94 21.70
£ R 3.22 1.79 78.30

Table 2.7. Descriptive statistics to describe thieade-offs between demographic parameters dt.
remanei. The representation of the variables in here is #hsame as in Table 3 (Note that the variance
between lines has significant effects only in theetationship between reproductive lifespan and lifétme
fecundity). Model syntax and AIC values can be sedn Table 5. Fixed and random variables are

denoted by the letters F and R, respectively.

2.5 Discussion

2.5.1 Caenorhabditisremanei lifecycle

In this study we describe for the first time tHedycle and demographic
parameters of. remanegrown under standard laboratory conditions (Figd).24Jsing the
assays developed for this species, we re-constritstéfe cycle and found th&t.
remaneihas a short generation time when cultured at 26f&uration takes an average of
1.25 days after hatching. A mature female compligsdgecycle from maturation to death
in an average of 16.08 days. Therefore, the comfifetcycle from birth to death required
approx. 17.33 days; about 7% of the total lifespfa worm is allocated to maturation into
adult, 57% is spent in a reproductive mode and B6&opost-reproductive mode. These
life history characteristics, in addition to thglhilifetime fecundity, are typical of species
at the fast end of the “slow-fast” continuum oe IHistory variation (Saether et al., 1996).
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Figure 2.4. Re-construction ofC. remanei’s lifecycle at 20 °C. Parameters were estimated ing the
development time and vital rates assays. T is geraion time and E is lifespan (see Table 1). Note:

Absolute estimates are used to illustrate the oveltdifecycle.

In our study, we were interested in quantifying mi@ximum lifetime fecundity of
C. remanefemales. Therefore, we maintained males continyaush each female to
ensure that sperm supply was not limited. Our edBrofLF is comparable to that
quantified forC. vulgarisfemales mated multiple times (mean + §E¢, =328.24 +
34.37 and_F¢c,.= 401.00 £ 70.00, our study and Baird et al. (1984pectively; note that
C. vulgarisis a junior synonym fo€. remaneiSudhaus and Kiontke, 1996). Not
surprisingly, thes&F estimates are higher than those for females smghgd LFc.v.
=169.00 + 34.00, Baird et al., 1994). This suggtssC. remanedemography may be
affected by sperm limitation at times, as the cardus supply of sperm significantly

increases F.

Regarding the maximum lifetime fecundity, it is aaple whether the optimal
growth temperature fa€. remaneis 20°C. Comparisons of growth curves at 15, 20 an
25°C forC. eleganshowed that the best temperature among these@&s(Byerly et al.,
1976). However, a€. remanehas a higher thermal tolerance tlarelegangBaird et al.,
1994), it is possible that the optimum temperatareC. remaneis also higher, and
therefore the demography presented here may nibiebene producing the highest
possible population growth rate. The reaction nofi@. remaneilife-history parameters

across a range of temperatures remains to be dtudie
2.5.2 Lifehistory comparisons between C. remanei and C. elegans

Compared tcC. elegansC. remaneis fundamentally different in that it strictly nejgluces
by outcrossing. Therefore, differences in their dgraphy would not be surprising.

Indeed, comparisons between our results and tbemation available fo€. elegans
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suggest differences in lifetime fecundity, popuwatgrowth rate, reproductive lifespan and
population sex ratio, but not in generation times ¥dund thaC. remanehas higher
lifetime fecundity, and consequently a higher pagioh growth rate, compared @
elegangAcr=11.39 andc = 3.49, our study and Chen et al., 2006, respdygjive
Caenorhabditis elegafspopulation growth rate is 1.6 times lower, eadter accounting
for its two-fold advantage resulting from its pration of almost solely hermaphrodites.
Also, the reproductive lifespan 6f. eleganss only about a half of that &. remanei
(approx. five days, Chen et al., 2006 comparegprax. 10 days, this study). These
results are not surprising, since the mode of iyrton of the former species limits its
reproductive potentialCaenorhabditis elegartsermaphrodites produce up to 300 sperm
that are used to fertilize its eggs (Byerly et B0.76). Experimental studies have shown
that lifetime fecundity can be higher if hermaphtesl are mated (up to 695 progeny,
LaMunyon and Ward, 1995; Hodgkin and Doniach, 198ibwever, this behaviour is not
common in the lab, although it remains controvémsltaether outcrossing happens in the
wild or not (Barriere and Felix, 2005; Sivasundad &ey, 2005). We presume that, other
factors being equal (e.g., male abundanCe)yemaneicould potentially outcompete the
hermaphroditicC. elegansunder favourable conditions. However, the fact,thmong
Caenorhabditisspecies(C. eleganss more widely spread compared to the outcrossing
species (Fitch, 2005) suggests that there are wmttpartant factors too, such as the ability
to resist harsh environments (e.g., dauer formptaod the ability of a single

hermaphrodite to disperse and colonize new hapttas are likely to affect fitness.

Our results show that the average generation tinagCo remanefemale is approx.
2.81 days. Our observed value is similar to thasienates obtained for both wild-caught
individuals (mean 3.13 days 95% CI: 2.83 - 3.47e1Cét al., 2006) and the commonly
used strain N2 of. elegang3.83 95% CI: 3.83 - 3.87, Chen et al., 2006)hailtgh the
only methodological distinction between this staayl Chen et al. (2006) is that the latter
is based on experiments conducted on cohorts,iffieeethces are small and therefore
somewhat surprising, considering the differencegpmoductive mode in these species.
Unlike C. elegansC. remanefemales do not allocate time to the productiospErm or
rely on the transfer of sperm by males. In conttastmaphrodites first allocate time to
sperm production before switching to the onsetagfemesis (Hodgkin and Barnes, 1991;
Ellis and Schedl, 2006). Therefore, gonochorisgtimdles might be expected to have a
shorter generation time compared to hermaphroditdss genus. However, to our
knowledge, there is no more detailed informatioailable about the development time of
males and females of gonochoristic nematodes.
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2.5.3 Comparison across strains and between individuals

We compared the response of four life-history ¢rafttwo geographically distant strains
of C. remanein a common environment. The results suggest fiereihces across traits,
with the exception of lifetime fecundity. Femaldglee MY12-G strain produced 1.5 times
more progeny compared to females of the JU724nstvde have no information of the
mechanistic reason for the lower lifetime fecundaynd in JU724. Since we do not know
aboutC. remanei’sacology in the wild, or about the environmentatditions and their
associated selection pressures in the natal af¢lsse strains, it is difficult to assess the
biological significance of these differencesdnelegansprevious studies on a large
number of strains and wild-caught isolates haventeg differences between a variety of
life-history traits (see Introduction: Hodgkin aBéniach, 1997; Gems and Riddle, 2000;
McCulloch and Gems, 2003; Chen et al., 2006; Haarel/Viney, 2007). We presume that
the strains used in this study only represent dlsaaple of the wide spectrum of
genotypes found in the wild. Additional work on ettavailable strains could help to

describe the diversity of life-history traits Gf remanei

At the individual level, we found high phenotypiarnance between individuals.
Reproductive span was the least variable vital fatlowed by life expectancy and finally
lifetime fecundity. The existence of high phenotypariance among individuals is
consistent with studies dd. elegansSignificant variance has been found in a range of
traits in both genetically homogeneous and hetereges populations (e.g., Hodgkin and
Doniach, 1997; Gems and Riddle, 2000; McCulloch Gedhs, 2003; Chen et al., 2006;
Harvey and Viney, 2007). F&. remaneithere is limited information about the
underlying genetic components responsible for trenptypic variance (e.g., Dolgin et al.,
2007). A recent study showed that inbred and ossgd populations &@. remaneexhibit
similar levels of phenotypic variance for broodes{polgin et al., 2007). However, to our
knowledge, the amount of variance attributed torédsemblance between groups has never
been quantified before. In this study, we usedlfasiabreeding design to explore the
variance components attributed to the within-gréug, kth line effect) and between-group
effect (i.e. Ith individual). Interestingly, we found low linefetts in all the measured
traits.

We only detected a significant line effect in tieé&ationship between reproductive
lifespan and lifetime fecundity. Related individsishared a similar relationship between
these two traits. It can be presumed that theildigton of important fitness traits such as
the observed fecundity and life expectancy canltrésum previous selection, but other
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traits and behaviours can be differently linkedhtese vital rates and therefore result in
trade-offs. However, since phenotypic variancediss been found in inbred lines (Dolgin
et al., 2007), it is possible that other genetatdes can affect the genetic value, e.g.,
dominance deviation, interaction deviation andfrsstivity of some genotypes to

particular environments (Falconer and Mackay, 198@de, 2005).

We know little about the genetic variance of thesains; therefore, the inferences
from the data should be made with caution. We psegwo possible (but not unique or
exclusive) explanations that could have contribitetthe small phenotypic variation
between lines compared to the variation withindirf@rst, it could be that the females
from which the offspring were generated for thed#s assays were highly genetically
related to each other. Therefore, the random matugd be the source of extra added
variance. Second, it might be that there is Igg@etic variation for these traits as a result
of the same evolutionary pressures acfbsemanei’populations. Previous research has
found high genetic variance but little populatidrusture (Cutter et al., 2006), suggesting
random mating and high rate of gene flow acrossijations ofC. remane(Sudhaus and
Kionte, 2007). To date, we do not know much abbeatgroximate mechanisms of gene
flow in this species. The association of nematodés soil invertebrates is considered to
be responsible for the movement and dispersiond¥iduals across microhabitats (Baird
et al., 1994; Baird, 1999; Sudhaus and Kionte, 2007

Although we lack information on the source of phigpi variance observed, it
can have important evolutionary implications. Fwstance, it has been suggested that a
populations’ persistence and response to stressfulitions can be linked to the level of
phenotypic variation present in the population wtienvariance is due to genetic
components (Crow, 1989). Our population€ofemanepresent high levels of
phenotypic variance, and, if this variation refeeahderlying genetic variance, then these
populations will have a correspondingly high evanary potential (Houle, 1992).
Together with the elasticity estimates, we fourat,ths expected in a rapidly growing
population, changes in survival and fecundity alyestages can have the most effect on
fithess (measured here@gs Therefore, other factors being equal (e.g., ttaates,
pleiotropic effects, heritability, trade-offs), weuld expect that early life traits would be
easily shaped in response to selection pressures.
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2.5.4 Conclusions and some future directions

The demographic parameters estimated in this gitmyide a useful description Qf.
remaneidemography under standard laboratory conditiors fa&Mnd evidence of high
phenotypic variance among individuals comparedhéddw variance between selected
lines and strains from two different geographicaloans. The next challenge will be to
understand what components of this variance arnéwtible to additive genetic effects or
other sources of variation inherent to the genetidhis species. Moreover, from a more
general point of view, it would be interesting &sass if populations’ persistence is linked
to the genetic and phenotypic background of a fadjuur
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3 Between a rock and a hard place: sperm limited
fecundity and polyandry induced mortality in female

nematodesCaenorhabditis remanei
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3.1 Abstract

In many sexually reproducing species, femalespeem limited and actively mate
more than once which leads to sperm competitiowdxn males. If females gain from
multiple matings due to increased fecundity, fatamce, this can lead to a sexual conflict
as the optimal mating frequency for females andemahn be different. Thus, males with
traits evolved to reduce females’ re-mating ratesn@t uncommon. However, the same
traits can also reduce directly or indirectly feenalirvival. Evidence of this sexual conflict
is ubiquitous across several taxa. Here, we exathmevidence for this form of conflict
in the free-living nematodes of tlkaenorhabditiggenus. Members of this group are
extensively used to describe developmental andiplogscal processes. Despite this,
evidence of sexual conflict in gonochoristic speagelacking. In this study, we found
evidence of sexual conflict i@. remanecultured under laboratory conditions. In our first
experiment, we found that females’ fecundity inseghwith the number of males present
which suggests that females’ reproduction may leerspimited. However, increased
number of males present also reduced female slirdiveecond experiment ruled out the
possibility of a density dependency effect redudargale survival when more males were

present as increasing female density corresponddidinot affect female survival.
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3.2 Introduction

In sexually reproducing species, the relative edés between sexes are seldom
identical, leading to sexual conflict (Partridgelaturst, 1998; Arngvist and Rowe, 2005).
For instance, females are often sperm limited agdire more than one mating in order to
maximise their reproduction (e.g. Pitnick, 1993nkRk and Markow, 1994), and the
resulting polyandry intensifies sperm competiti@m@pman et al., 1995; Birkhead, 2000;
Pai et al., 2007). It is commonly thought that gotastic coevolution of male and female
traits (Chapman, 2006) has led to the evolutioa wériety of male traits to aid their
reproduction; for instance, aggression towardsheast mate guarding (Chapman et al.,
1995), copulatory plugs (Hodgkin and Doniach, 198#jnulants of oocyte production
(Chapman et al., 1995), faster sperm (LaMunyo aradd/¥995) and toxic components
inside the seminal fluid (Chapman et al., 1995mbmy cases, these traits can actually
cause harm to the female and may even reduce kealbNfe expectancy (Chapman et al.,
1995; Eberhard, 1996; Arngvist and Rowe, 2005)eBponse, females display traits such
as male avoidance (Kleemann and Basolo, 2007), chaiee (Arngvist and Rowe, 2005),
expulsion of sperm (Kleemann and Basolo, 2007)@andaintenance of harsh

environmental conditions inside female reproductraet (Eberhard, 1996).

Evidence for sexual conflict is widespread acrbgsanimal kingdom, and
therefore free-living nematodes should not be aeption. Caenorhabditis nematodes,
particularlyC. elegansare among the most studied metazoan organisnspitB¢he
often-detailed knowledge of their genetic and depelental pathways (Francis et al.,
2003), our understanding of the selective forcepsiy their life-history is still scarce.
One exception is Gems and Riddle’s (1996) experinmethe hermaphrodit€. elegans
demonstrating that female mating reduced hermajlrbiééspan whereas gamete
production per se or reception of the seminal #iagparently did not, and therefore the
trade-off between reproduction and longevity is ratdl by cost of copulations @.
elegans This cost indicates a potential for sexual cahftiver the timing of mating. Most
of the individuals are sequential hermaphroditabraales are very rare, comprising less
than 1 % of the population (Ward and Carrel, 1979).

The hermaphrodites are sperm limited (Byerly etl#l76, Kimble and Ward,
1988) but one would expect them to want to usellupaself-sperm before mating with
males in order to avoid the cost of mating. Howetleg males do not seem to pay a cost

for mating and would consequently try to mate wivenéhey have an opportunity. Indeed,
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Kleeman and Basolo (2007) have shown this to bedke: if the hermaphrodites have
self-sperm left, they are more likely to move avirmyn males and to eject their sperm
after insemination, whereas the self-depleted hphmualites do the opposite. It is possible
that there is even more scope for sexual conflithe gonochoristic Caenorhabditis

species, such &. remanegs they could also be sperm limited but cannd{fedilise.

In this study, we experimentally manipulated theingafrequency ofC. remanei
females by varying the number of males presentgaiattified its effect on female
survival and fecundity rates. More specifically, addressed the following questions
under laboratory conditions: 1) Do mated femalesisieduced life expectancy in
comparison to unmated females, indicating costaaifng? 2) Does increased number of
matings increase female fecundity? In additiomute out the possibility that a possible
reduction in female life expectancy with increasimgnber of males present is merely due
to density dependence in survival, we also manipdlthe number of unmated females

present.

3.3 Material and methods

3.3.1 General maintenance

A wild-type strain ofC. remane(JU724), originally isolated in China, was used in
these experiments. The strain was obtained fromefretocks provided by M. A. Felix in
the Nematode Biological Resource Centre in Fraimckviduals were maintained
according to standard laboratory protocols (Ho€12: they were cultured in a
temperature-controlled incubator at@0and fed on a lawn d@scherichia col(OP50
strain). Petri dishes of 35mm diameter, half fillgith standard nematode media (NGM),
were used throughout the whole experiment. Betogestart of each experiment, the
progeny from a single pair was used to select tywéné young females of similar age
(approximately 36 hours after hatching). These femaere individually raised in
isolation for 24 hours prior to the start of thgpesment to assure virginity. For males,

mature worms were selected from a growing popuiatio

3.3.2 Experimental design

The first part of the experiment was designed tangéy the effect of the number of

males on female survival and fecundity. At thetsththe experiment, the twenty-five
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females were split randomly and evenly into fivedent treatment groups, with either 1,
2, 4, 8 or 16 males, creating five replicates peaittnent (time 0). To provide a continuous
food supply, the females were transferred daily amhew petri dish with the same number
of males as before. At each transfer, the malegqusly used were removed and replaced
by new males randomly selected from the offsprihfive different females; they were
approximately 36-hours old at the time of the tfansAfter the last transfer, males were
removed and individual females were monitored dailyl death. Previous experience
showed that transferring females after certainiageases the likelihood of their death (In
this study 65% of the females survived until thetstransfer). This may have been due to
possible damage caused by the worm picker. To niseithe extra mortality caused by
transfergoer se females were transferred no more than six timesmgthe duration of the
experiment. Death was recorded if the female shaveethovement and failed to respond

to a gentle touch with the worm picker.

As it is theoretically possible that female matyaincreases with the number of
males simply due to density dependent factors s labked at the survival of unmated
females in the absence of males at two densitiaed116 females per petri dish, using 5
replicates of each. These females were transfeaiyglto new petri dishes, as in the first
part of the experiment. Similar to all the otheatments, these females were individually
transferred for 6 days and then monitored dailyl dietath was recorded.

3.3.3 Satistical and demographic analysis

3.3.3.1 Lifeexpectancy(LE)

The number of days aliveg, was used to estimate the life expectandy) ©f females in
each treatment. For mated females, the effecteohtimber of males on female life
expectancy was tested using regression analysisirfroated females, we used ANOVA

analysis to compare the mean and variance of eaatmntent.
3.3.3.2 Fecundity (LF)

The number of offspring produced by a female ahestage interval was used to calculate
the age-specific fecundityr() and lifetime fecundityl(F = 2my). The effect of the

number of males on femald- was analysed using regression models. The agéfispec
fecundity () data were analysed using mixed-effects modetesaribe the effect of the

males on the number of offspring produced at egehirgerval (Imer function in “Ime4
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package” from R, Crawley, 2007). The model includee (x =0,1,2,...,6) as a categorical
variable and the number of males as fixed factord,a random factor that referred to the
effect of theth individual (since the data contained repeatedsuees). We presented the
variance components in terms of the percentageedtfotal variance attributable to each
age effectoAgexz, and the error deviation,’ (for example, the percentage of variance at

AgeO: :GAgeozl [ZAgeoz'*' (582]).
3.3.3.3 Trade-offs among fithess components

The relationship between life expectancy and hiietfecundity was investigated using
regression models. Using the sign of the coeffidierestablish either a positive, a

negative, or absence of a relationship betweetbevital traits.

3.3.3.4 Model comparison

The number of males was used as a continuous \airahll the models for each trait and
each model was compared to its quadratic formuealgpossible non-linear effects. The
linear and quadratic regression models were cordgareontrasting their residuals (using
‘anova’ function, F-test, in R software from R gqj for statistical computing:
http://www.r-project.org). The results are presdnidth the corresponding statistics,
degrees of freedom (d.f.) and P-values (P). Foeneffect models, we used likelihood-
ratio tests (LRT) to choose the most parsimonioadehbetween a linear or a quadratic
model. The comparison for nested models includegtztlstatistic for a given number of
d.f. and the P-value. For unnested models, thek&kiaformation criterion (AIC) was

used to assess if the random effect added a signtfeffect into the model. Data are

presented as meanz se.

3.4 Results

3.4.1 Lifeexpectancy (LE)

Females’ life expectancy decreased in relaticamtancrease in the number of
males present (Figure 3.1A). However, the redudtidiiespan was not linear with an
increase in males (Table 3.1A). This was showrhleycomparison between the linear and
guadratic models, adding the quadratic term taribdel provides a better fit to the
observed data (model comparisér: 5.50, 1 d.f., P=0.02). For the unmated females, w



S. Anaid Diaz, 2009 Chapter 3, 62

found similar life expectancies between virgin féesacultured individually and in a
cohort (number of days: 27.20£0.67 and 24.10x08&8pectively, model comparisdf=
3.19, 1 d.f., P=0.11).

3.4.2 Fecundity (LF)

Thelifetime fecundity of females differed between theatments (Figure 3.1B). Lifetime
fecundity tended to increase with the number ofesaip to a peak fecundity with seven
males (Table 3.1B). However, increasing their nunilsegher resulted in declining lifetime
fecundity. The nonlinear relationship between fetitynrand the number of males was
confirmed by comparing the linear and quadratic edshowing that the nonlinear model
provides a better fit to the data (model compari$end.5, 1 d.f.,, P=0.04, Table 3.2).



S. Anaid Diaz, 2009

Chapter 3, 63

18

16 +

14 -

12 -

10 -

Life expctancy lived + se

600

500 -

400 H

300 +

200 +

Lifetime fecundity lived + se

100 -

14

6

8 10 12

Number of males

12 ~

10 ~

Reproductive value - v
(o]
1

1 male

2 males
4 males
8 males
16 males

Age (days)

10

Figure 3.1. The effect of the number of males oriales’ (A) life expectancy (number of days); (B)

lifetime fecundity (number of larvae produced). Dos represent the observations (xse) in each

treatment and the continuous lines the predicted Vaes from the quadratic models; and (C)

Reproductive value functions of each treatment.
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Parameter Mean+SE t-value P anF R P
A) LE
Linear model
Intercept 14.57 + 1.15 12.61 <0.01 2534 0.50 <0.01
Males -0.70+0.14 -5.03 <0.01
Residual std. error 3.82
Quadratic model
Intercept 17.48 +1.63 10.72 <0.01 17,9 0.59 <0.01
Males -2.00 +0.57 -3.53 <0.01
Males”2 0.08 £ 0.03 2.34 <0.05
Residual std. error 3.49
B) LF
Linear model
Intercept 292.16+60.82 4.80 <0.01 159 0.02 0.23
Males -9.01+7.36 -1.22 0.23
Residual std. error 200.9
Quadratic model
Intercept 150.62+87.39 1.72 0.09 32 0.15 0.06
Males 53.94+30.41 1.77 0.09
Males”2 -3.65+1.72 -2.12 <0.05
Residual std. error 187
C) LE~LF
Linear model
Intercept 14.38+1.67 8.61 <0.01 12.15,; 0.48 <0.01
Lifetime fecundity 0.01+0.01 0.16 0.88
males -0.70 £ 0.14 -4.73 <0.01
Residual std. error 3.90
Quadratic model
Intercept 16.72+x1.71 9.76 <0.01 12.83.,; 0.59 <0.01
Lifetime fecundity 0.01+0.01 1.27 0.21
Males -2.27 +0.59 -3.80 <0.01
Males”2 0.09 +£0.03 2.69 <0.05
Residual std. error 3.41

Table 3.1. Descriptive statistics of (A) life expeéancy, (B) lifetime fecundity, and (C) trade-offs nodels.

(A) Models include the linear relationship betweerthe number of days a female lived and the

treatment (number of males present), and the quadtic model also has this in quadratic form. The

variables in lifetime fecundity models and trade-ds models in (A). Models are presented with the

corresponding statistics to test the significancef the parameters in the model (see Methods).
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3.4.3 Age-specific fecundity(m,)

To quantify the production of offspring over tinad to compare the effect of different
treatments on it, we used mixed-effects model agpgroWe were interested in describing
the number of offspring produced by fitie female at each stage of its life,{) and the
effect of the number of male®éleg using the following model:

m, = Age, + Males+(Age |ind,)+ £, ; (Model 1)

Xi !

where the bar | denotes the age-specific variaetveeen individuals (Agdind).

Since our previous analysis showed that lifetineaifiglity was affected by the
number of males present, our initial model simylakéscribed how an increase in the
number of males would affect the observed datapedéent of age (Model 1). This model

was compared with a set of alternative modelsdbtkee following hypotheses:

1.The effect of the number of males on female fedyrdkpends on her age (Model 2
Table 3.2).

2.The effect of the number of males on females’ ggeeiic fecundity is not linear
(Model 3 Table 3.2).

3.The effect of the number of males has a non-lie#fact on female fecundity, and
this effect is different at different ages of tleeiale (Model 4 Table 3.2).

4.The age-specific individual variation is similaress ages (removal éigg|ind,,

Model 5, Table 3.2).

We found no support for hypothesis)@:(0.42, 6 d.f, P=0.99, Model 1 vs. Model 2),

thus, all age-specific fecundities responded sityik® an increase in the number of males.

However, as suggested by thié models, we found that the relationship between the
number of males and age-specific fecundity wadinear (hypothesis 3(2:8.07, 1d.f,

P<0.01, Model 1 vs. Model 3). This model suggetitatl all age-specific fecundities
increased similarly with an increase in the numiddanales present up to ca. 7 males, but a

further increase resulted in a decline in all ageetfic fecundities. Further analysis

indicated no support for hypothesis)@z=(0.67, 6 d.f, P=0.99, Model 3 vs. Model 4), thus,
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the non-linear relationship between fecundity anohber of males was not age-specific.
Finally, the analysis of variance components suggles similar individual variance across
ages (AIC Model 5 < AIC Model 3, Table 3.4). Theref a simpler model was preferred:

m,, = Age, + Males+ Males’ +(L1ind, )+ &, \1o4e1 5. Table 3.2)

In summary, we found that the number of malesahpdsitive effect on females
age-specific fecundity up untk. 7 males and that a further increase in the nummber
males had a negative effect on fecundity indepeahdehthe female age (Figure 3.1B). It
is also reflected in the shape of the reproductalae functions when compared between
treatments (Figure 3.1C). This model also suggdstEdhe variance between individuals
is larger than the individual variance across 6832 and 36.68 %, andoing

respectively).

Regarding the correlations among age-specific feities, we found that adjacent
fecundities are always positively correlated, exdéepthe fecundity between age0 and
agel (Table 3.3C). Moreover, the fecundity at agetegatively correlated with all the

subsequent ages.

Models Model syntax AlC logLik DF
Model 1 M, ~Age, + Males +(Age{ind) 164494 -786.47 36
Model 2 M,;~Age, + Males + Agg:Males +(Age,|ind)) 1656.51 -786.25 42
Model 3 M, ~Age, + Males +Males + (Age(ind,) 1638.87 -782.43 37
Model 5 M, ~Age + Males +Males’ + (1ind) 1563.05 -771.52 10

Model 4 M ~Age, + Males + Age:Males +Males + (Agelind) 1650.19 -782.09 43

Table 3.2. AIC and log likelihood (logLik) values ér age-specific fecundity models. Bold letters
correspond to the preferred model for each trait (se methods). Model syntax used upper case lettets t
denote fixed variables and lower case letters fomandom variables. Random variables were included
within brackets (similar to R syntax for ‘Imer’ fun ction). The symbol “:” was used to denote an

interaction and the bar | denotes the variance ohdividual given the named variable.
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(A) Fixed variables:

Mean SE t value
4 50.17 14.25 3.52
Agel 4.28 9.09 0.47
Age2 -10.04 9.09 -1.11
Age3 -31.18 9.61 -3.24
Age4d -46.61 9.61 -4.85
Ageb -62.64 9.92 -6.32
Ageb -66.63 10.09 -6.60
Males 8.86 4.53 1.95
Males”2 -0.63 0.26 -2.46
. Percentage of the total
(B) Random effects Variance SD -
variance
Ind  (Intercept) 597.66 24.45 36.68
& 1031.71 32.12 63.32
C) Correlation of Fixed Effects:
(Intr) agel age?2 age3 age4 5age| age6 males
agel -0.32
age2 -0.32 0.50
age3 -0.32 0.4y 0.47
age4 -0.32 0.4y 0.47 0.47
age5 -0.32 0.46 0.46 0.45 0.45
ageb6 -0.33 0.45 0.45 0.45 0.45 0{44
males -0.77 0.00 0.00 0.00 0.00 0{02 Q.03
I(males”2) 0.69 0.0 0.0p 0.01 0.01 -0J01 -0.02  .9%(

Table 3.3. Descriptive statistics of (A) fixed an@B) random variables to describe Model 2 (Table 3)2
and (C) correlation of fixed factors. Summary of thke correlations for the fixed effects for the same

mixed-effects model. The model describes the prefed model to describe the effect of the number of

males on the age-specific fecundity.g represents the fixed intercept of the mixed-effeanodel, ind

represents the random effect of the intercept anfl represents the residual standard error. Model
syntax and AIC values can be seen in Table 3.2. Tdeeresults are the analysis of a total of 154
observations of 25 individuals. Note that P valuesre not included in these results, for further

discussion of the Ime4 package see Bates and Sarka005).

3.4.4 Trade-offs between vital rates

Among all the females, there was no clear evidéimaethe number of days alive was
related to the total number of offspring producgdtiemale (F=0.97, 1 d.f, P=0.33,
R"2=0.01). However, between treatments, the armatgijgested that an increase in the
number of males accentuates the negative relatiphstween lifetime expectancy and
lifetime fecundity (Males = -2.27, Table 3.1C). Mower, we found support for a non-
linear relationship between the number of malesthadorrelation between vital rates
(Table 3.1C, model comparison of linear vs. quactr&t=7.25, 1 d.f., P=0.01)
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3.5 Discussion

Here, we report for the first time evidence of sshaonflict inC. remanefemales reared
under laboratory conditions. Females’ lifetime fedily was shown to be related to the
number of males present; females with access tonfiales had the highest fecundity, and
reducing or increasing the number of males from tésulted in a lower fecundity. This
suggests a potential for sexual conflict over tlaing frequency o€. remanefemales.
Increasing the number of matings is only benefifmak female up to a certain point,
whereas males are unlikely to suffer from the nunabenatings as fast (see e.g. Gems and
Riddle, 1996). These results also suggest thatsymadgy directly or indirectly harm their
partner and that this damage becomes apparenbafiea relatively low number of
matings. In our second experiment, we found thdingaer sealso reduces the life
expectancy: the life expectancy of unmated femakes50% longer than that of females
mated with one male. This is further supportedigyfact that reduced lifespan was not a
result of density-dependent reduction of surviaalthe presence of equivalent numbers of

females did not reduce female survival as muclhaisaf males.

Females of many species mate with more than one duaing their fertile period
(reviewed in Birkhead and Pizzari 2002). For mgpogcses, multiple matings increases
female’s breeding success, which has been linkeat iacrease in the availability and
queality of sperm and other compounds inclidedhvengeminal fluid. (Birkhead and
Pizzari 2002). Emprircal evidence suggests thatnsienitation in fecundity is not
uncommon in nature (Ridley, 1988; Wendell et 2002 Preston et al., 2001) and there are
many different reasons for this in different spscie invertebrates, the common
agreement is that a single insemination is not ghaa fertilise all female oocytes (Ridley,
1988). For instance, increasing the number of sgersna positive effect on fecundity in
species such as snails (Chen and Baur, 1993),aepacies of crabs (Sato & Goshima,
2007, Sato et al., 2006), crayfish (Rubolini et 2007), the spiny lobster (MacDiarmid
and Butler, 1999), several speciePobsophila(Pitnick, 1993; Pitnick and Markow,
1994), and as well in the nematodeCofelegangWard and Carrel, 1979). [@. elegans
experimental studigsave shown that increasing the number of spermnzaease the
fecundity in hermaphrodites (Hodgkin and Barne§11%aMunyon and Ward, 1995), and
a mutation that increases the number of sperm pemtloy a hermaphrodite significantly
enhances fecunditgd. 499 progeny, Hodgkin and Barnes, 1991). Similarly,
hermaphrodites mated with males show enlarged bs@ed(ca. 695 progeny, LaMunyon
and Ward, 1995).
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The increase in fecundity @. remaneandC. elegansould be not only due an
increase in sperm number, but as well due to tearest compounds included in the
seminal fluid, therefore increasing females/hermagite fecundity. Studies have found
that transferred nutrients are common across ieleate species (Thornhill and Alcock
1983; Cordero 1996). For instance nuptial giftsvyted by the males can influence
copulating success with a given male (BirkheadRizdari 2002). Moreover, it could be
possible that males could perceive the increasédfisperm competition and decide to
increase not only the number of matings but asdme time the allocation of sperm and
or nutrients for the female (Birkhead and Pizz@02).However, the apparent benefit of
increased female fecundity comes with a cost aiiced life expectancy. This trade-off has
been at the heart of the study of life-history etioh for over half a century (William,
1966; Reznick et al., 2002; Roff, 2002; Promisl@@03). The general idea is that the
positive contribution of fecundity to fitness mdyeat directly or indirectly other life-
history components, for instance, by reducing tané energy to forage (Daly, 1978),
increasing predation rate (Arnqvist, 1989; Rowe&4)9the risk of physical injury (Parker,
1979), or the risk of disease (Hurst et al., 199%¢ll and Webberley, 2004), which, in
turn, can reduce survival (Reznick et al., 2002)talily, this fecundity survival trade-off
can be caused by the number of matings itself,auitlassuming further energetic costs of
reproduction. Manipulative experiments across geanf species have indeed shown
reduction in life expectancy linked to the numbemates, for instance, in the tropical
butterfly Bicyclus anynangFischer, 2007) and in Drosophila (Fowler and ritige,

1989) andC. elegangGems and Riddle, 1996). At the mechanistic lesteidies suggest
that reduced life expectancy is the consequenphysiological changes linked to
hormonal regulation, intermediary metabolism andcalion, immune function,
reproductive proteins, and defenses against saressoxicity (for a recent review, see
Harshman and Zera, 2007).

In invertebrates, the effect of reproduction onrébguction of average life expectancy
in mated females (compared to unmated females tachwance) can vary: 8% reduced life
expectancy in the tropical butterBicyclus anynangFischer, 2007), 16% life expectancy
in Drosophila (Fowler and Partridge, 1989). In fligang nematodes, studies report 11%
reduction forPanagrellus redivivugAbdulrahman and Samoiloff, 1975). We found a 37%
reduction inC. remaneiwhereas foC. elegansthis cost has been shown to vary from
zero to 42%, (VanVoohies, 1992; Gems and RiddI8g6)9nterestingly, irC, elegans
this high cost seems to be directly related tantlmber of copulations, as neither egg

production nor reception of sperm affected femafgevity (Gems and Riddle, 1996). It is
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possible that this was caused by the seminal flaisisias been shown to be the case in
Drosophila. Their seminal fluid contains chemidalst can stimulate egg production,
suppress fertilisation by sperm from previous nggjrand decrease female life expectancy
(Chapman et al., 1995; Chapman, 2008). Gems amtleR(#i996) addressed this question
in another experiment, using mutant males capdidémulating of oocyte production but
incapable of fertilisation, and males that appdyearie capable of mating but neither
produce nor transfer sperm. The results showednhaith cases hermaphrodite females’
life expectancy was reduced. The common concepitrmat males cause stress or physical
damage that ultimately reduces the life expectari¢lgeir partner. During mating, a male
scans the body of his partner before insertingtheules into the female or
hermaphrodite’s vulva. The spicules’ function i&kkd to the correct attachment to the
vulva (Barr and Garcia, 2006). Thus, by attachimggelf to the vulva by his spicules a
male can aid his own reproductive success but raay lthe female. Despite this harm to
the female, selection could favour males that causes harm (Edvarsson and Tregenza,
2005; Parker, 2006).

Increasing understanding of Caenorhabditis biolvgy made them a suitable model
system to study sperm competition and sexual ainfh C. eleganghe males form a
copulatory plug which has shown to increase the ta@tween copulations and reduce the
chance of subsequent matings being successful éBar&94). Although we did not
quantify this trait systematically i@. remaneiwe noticed that the size of these plugs can
be considerable and that there is a lot of vamaitiathe plugs deposited; some females had
plugs corresponding to 20 — 25% of their body s¥¥e.suspect that reduced life
expectancy may result from damage due to the insef spicules, which may in turn be
linked to the increasing time of male scanning betosuccessful copulation due to the
presence of a plug previously deposited. Futur&kwsbould address whether the plug size
has an effect on female survival and whether madgsa cost for increasing the number of

their matings.
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4.1 Abstract

Climate change threatens the persistence of magresp Phenotypic plasticity has
been suggested as one of the mechanisms that tmiéigainst the risk of extinction. In
theory, a plastic genotype has a wider ecologicedtih and could potentially endow higher
fitness in novel environments compared with ondnwéduced or no plasticity. Local
adaptations and additive genetic variance, linkelaybridisation, are important factors
with potentially different effects on phenotypi@gticity. In this study, | used three strains
(two wild-type isolates and a half-diallel cros$}lwe free-living nematod€aenorhabditis
remaneiand a half-sib breeding design to quantify thetuiay of life-history traits of
three populations of worms cultured under a rarfderoperatures under laboratory
conditions. My results describe for the first tithe plasticity of four life-history traits of
C. remanewith regard to changing temperatures; 17° C (838@®) was the optimal
temperature for fecundity, while 4° C (x0.2.5 schximised survival. The results suggest
that the three populations share similar overa&lirtal breath as evaluated under
laboratory conditions but differ in the precise ghaf their reaction norms assessed with
respect to temperature, suggesting genetic difteeand local adaptation across
populations. However, the results from the halfisibkeding design exhibit high between-
individual variance, which was particularly expette the half-diallel cross. Moreover,
across temperatures, | found low variance betweplicates compared to the variance

within replicates, thus suggesting low gene-envitent interaction for all traits.
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4.2 Introduction

Natural environments are not stable in time ocepand their variability is a
challenge for organisms inhabiting them. Currerglynate change and its consequences
on ecological systems, threatens the persistenloealfpopulations and even many
species and around the world (Thomas et al., 2B0%notypic plasticity has been recently
highlighted as a potentially important factor foitigating extinction risk (Nussey et al.,
2007; Charmantier et al., 2008). Phenotypic plagt@an be defined as the ability of a
given genotype to produce distinct phenotypesspaase to a changing environment (e.g.
Pigliucci, 2001, 2005). Phenotypic plasticity hagb typically represented using the
reaction normwhere the value of a phenotypic trait expressed particular genotype is
described as a function of an environmental gradMia et al., 1995). The significance of
phenotypic plasticity is that more plastic indivadlsi (i.e. genotypes) can “match” their
phenotype to current environmental conditions; whlastic individuals can cope with a
range of environments better than less plastividdals, phenotypic plasticity can be

evolutionarily adaptive.

Due to the ubiquity of temporal fluctuations andtsgly heterogeneity in
environmental conditions phenotypic plasticity ¢enexpected to be very common in
nature, and studies in the wild and in laboratanyditions have indeed reported
phenotypic changes in physiological, morphologarad life-history traits as a
consequence of changing environmental conditionssa@a wide range of taxa (Byerly et
al., 1976; Epstein and Shakes 1995; Visser e1 288; Nussey et al., 2005; Charmantier et
al., 2008). For instance, the common ground cri¢kibnemobius socioyexhibits a
cline in the number of broods produced in one seésom single to multiple), varying
within its geographical range (Howard and Furtt8@,9Roff, 2002). This has shown to be
due to phenotypic plasticity and not due to a seng@netic polymorphism (Roff and
Bradford, 2000; Roff, 2002). IDrosophila melanogastephenotypic plasticity of traits,
such as developmental time, in response to temperhas been identified in several
geographically different populations reared undéotatory conditions (James et al.,
1997). However, despite having phenotypic plasticiames and collaborators (1997)
found that developmental time showed no latituduzalation between populations in the
in the degree of plasticity. Thus, it implies tpapulations have phenotypic plasticity but
there might have not been significant genetic déffidiation between populations. In
contrast, in the free-living nematod€saenorhabditis elegantaboratory studies have

found that different strains show both phenotypasiicity and significant genetic
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variation in several life-history traits, such asudndity, in response to temperature
(Gutteling et al., 2007).

In nature, the relationship between genetic vaneéind phenotypic plasticity is
poorly understood. They are commonly viewed asradtéese (though not exclusive) means
for coping with environmental variability (Schlichgy and Pigliucci, 1998). However,
when plasticity is a consequence of differencabéreaction norms across genotypes
(plasticity at population level, Pigliucci, 200%)could facilitate the maintenance of
genetic variation by acting as a buffer againstiraiselection (Schlichting and Pigliucci,
1998). Our current understanding of the variatomdividual reaction norms (or
plasticity) and their response to selection inwlid relies to high degree on quantifying
phenotypic variance (Nussey et al., 2007). Theofiseodel species in the laboratory and
modern genetic methods of analysis have allowedtanbal progress in the description of
the effects of genetic and environmental variative genotype by environment
interaction, or GEI) on the phenotype and betweelividual variance (e.g. Sgro and
Hoffmann, 1998, Gutteling et al., 2007).

Phenotypic plasticity and GEI may play an importaté in the evolution of life
histories (Roff, 2002). Populations with sufficigi@netic variance for the evolution of
plasticity may contain different genotype frequescas a result of local adaptation.
(Pigliucci, 2005). As a consequence, comparisonssadlifferent populations can reveal
plasticity as well as different GEIs. Populationgwow genetic variance, due to low
population density for instance, may also show eitded response to inbreeding as
inbreeding depression can negatively affect thpaese of plasticity to selection (Potvin
and Tousingagnt, 1996). One way to avoid such &ffean be by artificially mating two
inbred populations (Maynard Smith, 1989). In nataural hybridisation can produce a
relatively fit hybrid, with higher levels of phernygic plasticity, that may be able to invade
novel habitats (Arnold, 1997). However, it is recmgd that hybridisation can "sweep”
away locally adapted genes (Maynard Smith, 1988¢rdfore, local adaptations and
hybridisation are important factors with potengiaifferent effects on phenotypic

plasticity.

In this study | describe for the first time thegilaity of life-history traits of the
free-living nematod€. remanecultured in a wide range of temperatures undesrktiory
conditions. First, | used a half-sib breeding desigd examined the response of two vital
rates to six temperatures (5, 10, 15, 20, 25 arfiG30 Using data derived from these rates,

| further derived three important life-history coaments: life expectancy, lifetime
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fecundity and reproductive lifespan. | used twodwipe isolates from geographically-
distant populations d. remaneto illustrate the response of different populagionith
possible local adaptation, to a temperature gradgecond, | assessed whether changing
additive genetic variance could have an effectlastgity using a half-diallel cross of the
two wild-type populations. Finally, | used mixedestt statistical analyses to describe the
individual variance between and within related wdiials from the half-sib breeding
design. This approach explores the between-indalidariation in reaction norms, and can

he helpful in describing the evolutionary potenéiapopulation level (Nussey et al., 2007).

Phenotypic plasticity has been documented underadadry conditions in the free-
living nematodeC. elegangByerly et al., 1976; Epstein and Shakes, 1995t¢Bng et al.,
2007; Harvey and Viney, 2007), but there is limitedrmation on how related species
respond to environmental gradier@s.remaneis a gonochoristic nematode closely related
to C. elegansAlthough these species are morphologically imgigtishableC. remanei
differs fromC. elegansn that the females need sperm to reproduce. Rgcén
remanei’'sgenome has been sequenced

(http://dev.wormbase.org/db/seqg/gbrowse/c_remaHaidg et al., 2007). Therefore,

information pertaining t&€. remanes life cycle and plasticity will be useful as asedine

for future studies of its demography in the lab potential use in evolutionary studies.

4.3 Material and methods

4.3.1 Srains

| used two wild-type strains @. remaneiJU724 and MY 12-G, which were recently
isolated from the field. Both strains were obtaifredn frozen stocks provided by M. A.
Felix from the Nematode Biological Resource Ceitrerance (JU724) and N.
Timmermeyer from the Animal Ecological Centre inr@any (MY12-G). The Chinese
strain was isolated from soil in May 2005 and ther@an strain was isolated from rotten
apples in September 2006. Five replicates (out-pogailations) from each of these strains
have been previously used in another study to cheniae their life history at 20 °C in the
lab (Diaz et al.in pres3. JU724 and MY 12-G (referred to henceforth as /Y,
respectively - see Table 4.1 for acronyms) werel ts€reate a half-diallel cross (hereafter
referred to as HYB). This third population congilsté the F1 progeny of a female JU by a
male MY, and the reciprocal crosses (ten matingh eahe progeny of 20 females in

total). All the crosses were conducted at 20 °Gs Ppopulation was maintained for
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approximately 5 generations through randomisedngatt was then sub-divided into five
lines (referred to henceforth as replicates) andlly stored in several eppendorf tubes and
maintained at -80°C using the same protocols asetheed for JU and MY (Diaz et al., in
press). Individuals recovered from these frozenkstavere used for all subsequent assays.
All individuals were cultured in a constant tempgera incubator, maintained in NGM

petri dishes and fed on a lawnEdcherichia col(OP50 strain). Petri dishes of 30 mm
diameter were used to conduct all assays.

Acronyms Use

Ju JU724 strain

MY MY12-G strain

HYB Half-diallel cross

LE Life expectancy

LF Lifetime fecundity

RL Reproductive lifespan
m Age-specific fecundity

| Survival rate

Temp Temperature

Temp”"2 Temperature to the power of two
Age Age of an individual

ind Individual

Table 4.1. Symbol used in the text and figures

4.3.2 Temperature treatments

Under laboratory conditions, | characterised pofputea’ life-history traits in response to a
range of temperatures (5, 10, 15, 20, 25 and 30P1ir to each assay, a frozen sample
from a specific replicate was thawed at room terajpee for a few minutes and then
poured onto a NGM-petri dish. The following daywiés moved to the assigned
temperature (i.e. 5, 10, 15, 20, 25 or 30 ° C).rApnately two days later (except for
those individuals raised at 5 © C, which requirethys), five gravid females were
randomly selected from each replicate and trarediento individual petri dishes. The L4

offspring from these females were used to initeabH assays.

4.3.3 Life-history assays

I quantified fecundity and survival rates (refertechenceforth as vital rates) of different
individuals from all replicates at each temperatitging laboratory protocols previously
developed to quantify the vital rates@fremaneiDiaz et al., in press), | compared four
life-history traits of JU, MY and HYB and their igmnses across a range of temperatures.
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The life-history traits | quantified were life exgancy, lifetime fecundity, reproductive
lifespan and age-specific fecundity (see Tablefdr. acronyms). The objective here was to
estimate the average vital rates at each temperaagether with the variance among
individuals, between replicates and across straiiadiowed 25 individuals from each
strain (five per replicate) at each temperatureirgin female was paired with four
unrelated young males for 48 hours. On alternaye d#er this, the female was
subsequently transferred into a new petri dish wath new unrelated young males (Diaz
et al., in press; Baird et al., 1994). Transfersenmntinued until the female stopped laying
eggs. Then the female was monitored on alternate tdescore the date of death. Age-
specific fecundity was estimated by counting thenber of juvenile larvae present in each
plate. Plates were monitored two days after theafeiwas transferred and the number of
larvae counted. In total, 150 females from eachufaion (JU7, MY and HYB) were

assessed in this way

4.3.4 Model construction and comparison

Using mixed-effects models, | analysed the avepsgBormance of worms of different
strains, across temperatures, together with titenpadf variance of the estimated traits
across temperatures, among individuals (withinicafgs) and between replicates.

Model syntax used here denotes fixed variables uptter case letters and random
variables with lower case letters. | used subsstipdenote different levels of the data as
follows: mfor individual observations (1,2,...,450)or the replicate (1,2...,15kfor the
Strain (1,2 and 3 ),for the Temperature (5, 10,...,30) anfdr the Age (0,2,...,14 days) of
themth individual.

The syntax of the random effects was the followliigfreplicate;)” term
describing the random effect (intercept) of theidigon from the population mean of the
average life-history trait for thiéh replicate within théth strain at th¢th temperature (90
levels); the “(1| replicatg” effect is a random variable (intercept) représenthe
deviation from the population mean of the aver#gehistory trait for thdth replicate
within thekth strain (15 levels); the “(temp|replicafeterm is a random variable (slope)
representing the deviation of thh replicate within théth strain from the population
mean of the average life-history trait across tewoees. Theum is a random variable
representing the deviation of the life-historyttfar themth worm of thdth replicate of
thekth strain maintained at thth temperature (Faraway, 2006). | presented thanvee

components in terms of percentages of the totéwee attributable to each effect (e.g.
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percentage of the variance within replicat@sepicate / [Grepiicate + 6 %], and the percentage
of the error variance is presented similarly).duamed that the deviations for each
individual random effect were normally distributedh mean zero and fixed variance
(N0, 6%).

The starting model to describe the hierarchicaicstire of each response variable
was MO (CE, LF andRL —shown in Table 4.2). However, for all traits, taedom effect
describing the deviance of thé replicate within théth strain was not significant’e
0.02, 1 d.f., P=0.89), therefore it was not incidethe competing models. Moreover,
although in some instances there was low evidehaesmnificant effect of the random
effect to describe the deviance of ttiereplicate within théth strain at thgth
temperature, such terms describe the non-indepéeontearvations of the experimental
design. Thus, it was included in all competing nisder quantifying accurately the effect

of the fixed terms (Faraway, 2006).

In most of the instances (models), | included adgaiéc term (fixed effect) to
represent a non-linear increase or decrease aiftartresponse to temperature. This
allowed us to describe how each trait co-variedh\nespect to temperature. | used random
effects for the replicate deviance (i.e. intercepi)d the linear and quadratic deviance at
the replicate level. This allowed the overall patt® vary between replicates in terms of
the response, and in terms of its curvature (Pinkand Bates, 2000). Strain and age was

treated as a categorical variable, whereas tempenraias treated as continuous.

All statistical analysis was done using R 2.7.Xwafe (R project for statistical
computing: http://www.r-project.org). Mixed-effeatsodels were fitted using the “Imer”
function (“Ime4” package, version: 0.999375-27)atidition, | analysed survivorship by
fitting survival models using the “Surv” functiots(rrvival” package, version: 2.34-1) and
testing whether the probability of dying was constcross time or whether it changed
across ages (by fitting Exponential and Weibull eledsee Ricklefs and Scheuerlein,
2002; Crawley, 2007).

Model comparison was performed using Likelihoodi®Raests (LRT) for nested
models. For un-nested models, the most parsimommgsel with lowest AIC value was
chosen. In all instances, pair-wise comparisoroaffgeting model are embodied in the
text; first the competing vs. the simplest. Unleggerwise stated, the results are presented

by a mean effect + standard error (se).
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4.4 Results

4.4.1 Lifetime Fecundity (LF) of the strains used

| found that the strains used in this study vanrethe average number of offspring
produced (Figure 4.1). Although MY produced on ager36% more offspring compared
to JU, I did not detect significant differencesvibe¢n the wild-type isolates (average
number of offspring of MY= 468.10+£43.04 and JU= 28%70.54, t-value=-1.50m d.f. =
14.89, P=0.15. The crosses between both isolatésivin their averageF, for instance,
the JU female by MY male cross produced 123.20£26ffspring, whereas the reciprocal
mating produced 334.50+26.38 (t-value=-6.32, di694, P<0.001). The F1 (half-diallel
cross= HYB) progeny from these two crosses prodsagdficantly more offspring than
the JU female by MY male cross and the reciprogas(HYB: 481.20+29.04, t-value= -
9.86, d.f.= 15.89, P<0.001 and t-value= -3.68, B¥(respectively).

600

500 H % E

400 -
300 - i

200 H

Lifetime fecudnity +/- se

100 + %

O T T T T T
JU MY MY xJU JUxMY HYB

Figure 4.1. Lifetime fecundity of three populationof C. remanei used in this study. Parental strains
(JU and MY, filled and opened circle, respectively)MY female and JU male cross, and the reciprocal

(filed and opened triangle, respectively); and thé&1 of these crosses (HYB, filled squared).
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4.4.2 Plasticity

4.4.2.1 LifeExpectancy (LE)

The results suggested that high temperatures negasiffected E (M2 vs. M1:y*=

91.24, 1 d.f., P<0.001, Table 4.2A; Figure 4.2Apwever, the decrease was not linear, a
quadratic term added to the model has a signifiefatt (M3 vs. M2y°= 14.219, 1 d.f.,
P<0.001, Table 4.2A). The averdge was similar across strains (M4 vs. M3z 2.6079,

2 d.f.,, P=0.27, Table 4.2A), though | found tha #veragé E across temperatures varied
between strains (M5 vs. M3°= 11.064, 4 d.f., P<0.05, Table 4.2A). Howeveridl ot

find evidence that strains had different optimumperatures (there was no significant
interaction between quadratic terms and strains\(M®5:°= 4.0894, 2 d.f., P=0.13,
Table 4.2A).

Regarding the variance components, there was yadtatistical support for a
random effect of replicate on the slope governivggreduction irLE with temperature
(M7 vs. M5:°= 0.02, 2 d.f., P=0.90, Table 4.2A) or a quadrdéviance at the replicate
level with regard temperature (M8 vs. M5= 0.01, 3 d.f., P=0.98, Table 4.2A). The most
appropriate model contained the fixed effects ofgerature (as a quadratic), strain, and its
interaction with temperature and a random effectescribe the hierarchical structure of
the data (M5; Table 4.3A, Figure 4.2A).

4.4.2.2 Lifetimefecundity (LF)

| found that extreme temperatures decrease(M3 vs. M1:,°= 116.03, 1 d.f., P<0.001;
Figure 4.2B; Table 4.2B). The averdde was significantly different between strains (M4
vs. M3:x°= 15.84, 2 d.f., P<0.001; Table 4.2B); while theiaction between strain and
temperature was not significant (M5 vs. M&= 1.28, 2 d.f., P=0.53; Table 4.2B), the
interaction between the quadratic term and stnasns (M6 vs. M4;(2: 8.65, 2 d.f.,

P<0.05, Table 4.2B). This suggested that straiddifferent optimum temperatures for
LF.
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Figure 4.2. Life-history traits of three populations of C. remanei cultured in six temperatures. Each
plot represents A)LE, B) LF and C)RL, and the subplot (rows) represents the strain MYHYB and

JU. Lines represent the replicate response to tempaure (predicted from the preferred model —see
Table 4.2).

Regarding the variance components, while | foumdupport for a random effect
of replicate on the temperature slope (M7 vs_#60.01, 2 d.f., P=0.99, Table 4.2B),
governing the relationship between temperaturel&nd found evidence for a random
effect of the replicate on the quadratic deviarfcihe temperature arld= (M8 vs. M6:y°=
18.72, 5 d.f., P<0.01, Table 4.2B). Therefore,gheferred model contains the fixed terms
for temperature (linear and quadratic), strain, i thteraction with temperature in both
the linear and quadratic terms; and the randomgadomthe linear and quadratic deviance
at the replicate level. (M8, Table 4.3B, FigureB).2
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4.4.2.3 Reproductive lifespan (RL)

| found evidence that the over&L decreased with increasing temperature (M2 vs. M1.:
¥*=0.49, 1 d.f., P=0.48; Table 4.2C, Figure 4.2Q)wedver, the rate of reduction was not
linear (M3: vs. M2;%= 27.78, 2 d.f., P<0.001, Table 4.2C). The obsématsuggested

that extreme temperatures reduceRhadisproportionately. Moreover, | found evidence to
suggest that, although the aver&jeacross temperatures was similar (M4 vs. M3:

3.35, 2 d.f., P=0.18, Table 4.2C), the relative @tresponse varied significantly between
strains (M6 vs. M3y%= 22.07, 4 d.f., P<0.001, Table 4.2C). Thus, sutjygshat strains
had different optimum temperatures Ri.. For example, the averagt of MY did not

vary with temperature, whereas the other two stralowed significant variation RL

across temperature.

Regarding the variance components, | found evie@h@ random effect of
replicate on the slope of changing temperature {§1M6:°= 6.3244, 2 d.f., P<0.05,
Table 4.2B). Therefore, the preferred model comigithe fixed terms for temperature (as a
guadratic), strain, and a strain temperature intema (with both linear and quadratic
terms); and the random terms for the devianceefdéplicate with respect to temperature
(M7 Table 4.3C, Figure 4.2C).



Sub-  Model Syntax AIC logLik  d.f
A. LE
MO 1+ (1|replicatg) + (1] replicatg) 2950.3 -1471.2 4
M1 1+ (1] replicatg) 2948.3 -1471.2 3
M2 Temp + (1] replicajg) 2859.1 -14255 4
M3 Temp + Temp”2 + (1| replicai 2846.8 -1418.4 5
M4 Temp + Temp”"2 + Strajrt+ (1| replicatg) 2848.2 -1417.1 7
M5 Temp + Temp”2 + Temp *strain + (1] replicatg) 2843.8 -1412.9 9
M6 Temp * Straip + Temp”2* Straip+ (1] replicatg) 2843.7 -1410.8 11
M7 Temp + Temp”2 + Temp * Strain (temp | replicaigy) 2847.8 -14129 11
M8 Temp + Temp”2 + Temp * Straift (temp + temp”2 | replicatg) 2853.6 -1412.8 14
B. LF
MO 1 + (1]replicatg) + (1|replicatg;) 5783.4 -2887.7 4
M1 1+ (1] replicatg) 5781.4 -2887.7 3
M2 Temp + (1] replicaig) 5785.4 -2887.7 5
M3 Temp + Temp”2 + (1| replicag 5669.5 -2829.7 5
M4 Temp + Temp”"2 + Strajrt+ (1| replicatg) 5657.7 -2821.8 7
M5 Temp + Temp”2 + Temp * Strain (1] replicatg) 5660.5 -2821.3 9
M6 Temp * Straip + Temp”2* Straip+ (1| replicatg) 5656.0 -2817.0 11
M7 Temp* Strain + Temp”2* Straip+ (temp | replicatgy) 5659.6 -2816.8 13
M8 Temp * Strain + Temp”2* Strain + (temp +temp "2 |replicate.i) 5646.9 -2807.5 16
C. RL
MO 1 + (1replicatg) + (1| replicatg) 2209.9 -1101.0 4
M1 1 + (1] replicatg) 2207.9 -1101.0 3
M2 Temp + (1] replicajg) 2209.5 -1100.7 4
M3 Temp + Temp”2 + (1| replicag 2184.2 -1087.1 5
M4 Temp + Temp”2 + Strair+ (1] replicatg) 2184.8 -1085.4 7
M5 Temp + Temp”2 + Temp * Strain (1| replicatg) 2170.1 -1076.0 9
M6 Temp * Straip + Temp”2* Straip+ (1| replicatg) 2167.8 -1072.9 11
M7 Temp * Strain, + Temp”"2 * Strair + (temp | replicatey;) 2160.6 -1067.3 13

84
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M8 Temp * Straip + Temp”2 * Straip+ (temp + temp”2| replicatg 2166.4 -1067.2 16
D m,

M1 1+ (1] inghug) + (1] replicatg) + (1| replicatg) 43138 -21564 5

M2 1+ (1] inghiy) + (1]replicatg) 43137 -21564 4

M3 1+ (1] inghy) 43135 -21564 3

M4 Age + (1] ingh) 41451 -20715 11
M5 Age + Temp + (1] inglig) 41453 -20715 12
M6 Age * Temp + (1] inghy) 41466 -20713 20
M7 Age + Temp +Temp "2+(1] ing) 41118 -20546 13
M8 Age * Temp + Temp ~2+ AgeTemp”2 + (1] ingl) 39741 -19842 29
M9 Age * Temp + Temp "2+ AgeTemp”2 + Straig+ (1| indhy) 39713 -19826 31
M10 Age * Temp + Temp "2+ AgelTemp”2 + Straip* Age; + (1] indnig) 39666 -19786 47
M11 Age * Temp + Temp "2+ AgeTemp”2 + Straip* Age; + Temp * Straip+ (1] inghg) 39668 -19785 49
M12 Age * Temp + Temp "2+ AgeTemp”2 + Straip* Age; + Temp * Straip+ ITemp”2* Straip + 39656 -19777 51
M13 Age. * Témp +Temp "2+ Agg:Temp”2 + Strain, * Age; + Temp * Strain, +Temp”2* Strainy 26040 -12925 95

E. [,

M1 1 -1481.40 2966.80 2
M2 factor(Temp -1379.50 2773.00 7
M3 factor(Temp + Strain -1376.90 277180 9
M4 factor(Temp; )* Strain -1366.00 2770.00 19

Table 4.2. AIC and log likelihood (logLik) values br vital rates models. Bold letters correspond tohe preferred model for each trait (see methods). Mitel syntax
as in the text (upper case letters denote fixed viables and lower case letters denote random variad). Random variables are included within bracketgsimilar to

R syntax for ‘Imer’ function). The symbol “:” denot es an interaction.
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Sub-table Model
A. M5. LE
Fixed effects: Estimate Std. Error t value

(Intercept) 22.33 1.43 15.58

Temp 0.07 0.16 0.43

Temp”2 -0.02 0.00 -3.85

StrainHYB -3.69 1.47 -2.51

StrainMY -2.71 1.47 -1.84

Temp:StrainHYB 0.22 0.08 2.92

Temp:StrainMY 0.11 0.08 1.43

Random effects:

Groups Name Variance Std.Dev. % of variance
replicate(Intercept) 0.000 0.00 0

Residual 31.23 5.59 100

M8.LF
Fixed effects: Estimate Std. Error t value

(Intercept) -265.36 57.08 -4.65

Temp 64.12 7.85 8.17

StrainHYB -48.36 80.72 -0.60

StrainMY -71.37 80.72 -0.88

Temp”2 -1.81 0.22 -8.41

Temp:StrainHYB 10.02 11.10 0.90

Temp:StrainMY 25.79 11.10 2.33

StrainHYB:Temp”2 -0.29 0.30 -0.97

StrainMY:Temp”2 -0.79 0.30 -2.60

Random effects:

Groups Name Variance Std.Dev. % of variance
replicate(Intercept) 0.00 0.00 0.00
temp 118.02 10.86 0.90
temp”2 0.12 0.35 0.00

Residual 13025.00 114.12 99.10

M7.RL
Fixed effects: Estimate Std. Error t value

(Intercept) 7.20 1.50 4.81

Temp 0.55 0.17 3.22

StrainHYB -5.20 2.12 -2.46

StrainMY -0.57 2.12 -0.27

Temp”2 -0.02 0.00 -4.32

Temp:StrainHYB 0.38 0.24 1.60

Temp:StrainMY -0.01 0.24 -0.03

StrainHYB:Temp”2 0.01 0.01 -0.77

StrainMY:Temp”2 0.01 0.01 0.50

Random effects:

Groups Name Variance Std.Dev. % of variance
replicate(Intercept) 5.22 2.28 43.77
temp 0.01 0.08 1.53

Residual 5.98 2.45 46.86

Table 4.3. Descriptive statistics of the responsé the life-history traits of C. remanei (LE, LF and RL).
These are the preferred models to describe the phetypic variance across temperature gradients,
between strains, between replicates and between imluals assayed in this study. (Note that since ¢h
replicate effect was not significant, thus, it is at included in these models). Model syntax and AIC

values can be seen in Table 4.2.



S. Anaid Diaz, 2009 Chapter 4, 87

4.4.2.4 Life Expectancy (LE) and Lifetime Fecundity (LF) correlation

| found evidence that individuals who produced maffepring had shorter life expectancy
(M1 vs. MO:y*= 6.51, 1 d.f., P<0.05, Table 4.4A; Figure 4.3)hAligh a rise in
temperatures increased the strength of this negegiationship, adding a temperatuufe-
interaction term did not improve the model (M2 M4.: °= 3.36, 1, P= 0.06, Table 4.4A).
However, | found that the rate of declineLdf asLF increased varied across temperatures
(M3 vs. M1:y*= 14.39, 3, P<0.05, Table 4.4A), suggesting thaeexe temperatures force
a steeper trade-off. Strains did not show diffeesnia theLE-LF trade-off across
temperatures (M4 vs. M3°=1.37, 2, P=0.50, Table 4.4A). The preferred madetains
terms for temperature (both linear and as a quadiratrain, and a strain temperature
interaction (with linear term);F, and a_F-temperature interaction (with both linear and
quadratic term) and a random term to describindhteearchical structure of the data (M3,
Table 4.5A).

4.4.25 LifeExpectancy (LE) and Reproductive Lifespan (RL) correlation

| found little evidence of a relationship betwadhandRL (M1 vs. MO:y*=2.71, 1 d.f.,
P=0.09, Table 4.4B; Figure 4.4). | found neithéinaar (M2 vs. M1y°= 0.21, 1 d.f.,
P=0.65, Table 4.4B) or non-linear (M3 vs. M(i; 0.21, 2 d.f., P=0.90, Table 4.4B) effect
of temperature on this trade-off. Moreover, theléraff did not vary between strains (M4
vs. M1:x°= 0.50, 2 d.f., P=0.78, Table 4.4B). The prefemextiel simply contained terms
for temperature (both linear and as a quadratigirs and a strain temperature interaction
(with linear term)RL, aRL-temperature interaction (both linear and quadtatins) and
the random effect to describe the hierarchicaksting in the data (M1, Table 4.5B).

4.4.2.6 Reproductive lifespan (RL) and lifetime fecundity (LF) correlation

| found evidence that worms that produced morepoifg had longer reproductive lifespan
(M1 vs. MO:*= 50.94, 1, P<0.001, Table 4.4C, Figure 4.5). Isicn of temperaturef
improved the model (M2 vs. M}%= 9.42, 1, P<0.01, Table 4.4C). Moreover, the
relationship was not linear, extreme temperatuagsahmore positive effect on tRe-LF
trade-off (M3 vs. M2y°= 32.52, 1, P<0.001, Table 4.4C). However, | ditldetect
differences in the response between strains (M#8sy°= 2.87, 2, P= 0.24, Table 4.4C).
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The preferred model contained terms for temperghoth linear and as a quadratic);
strain, and a strain temperature interaction (Wath linear and quadratic term&};, and a

LF-temperature interaction (both linear and quadtatims) and a random term to describe

the deviance of the replicate and its devianceéhen¢lationship betwedRL and changing

temperature (M3, Table 4.5C).
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Figure 4.3. LE and LF correlation of C. remanei at different temperatures. Filled circles represen

observations for each individual. The line represets a regression model for each temperature.
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Subtable

Model  Syntax AIC logLik Df
A LE~LF
MO Temp + Temp”2 + Temp* Strain (1|replicatg) 2843.8 -1412.9 9
M1 Temp + Temp”2 + Temp* Strair LF + (1|replicatg) 2839.3 -1409.6 10
M2 Temp + Temp”2 + Temp* Strair LF + Temp:LF + (1|replicatg 2837.9 -1408.0 11
M3 Temp+ Temp”2 + Temp* Strain, + LF + Temp:LF + Temp”2:LF + (1] replicatey) 2835.4 -1405.7 12
M4 Temp + Temp”2 + Temp* Strair LF + Temp:LF + Temp”2.LF + StraibF + (1|replicatg) 2838.0 -1405.0 14
B. LE~RL
MO Temp +Temp”2 + Temp * Strair (1|replicatg) 2843.8 -1412.9 9
M1 Temp+Temp”2 + Temp* Strainy + RL + (1|replicata.y) 2843.1 -1411.5 10
M2 Temp +Temp”2 + Temp * Strairr RL + Temp:RL + (1|replicaig 2844.9 -1411.4 11
M3 Temp +Temp”2 + Temp * Strairr RL + Temp :RL +Temp”2:RL + (1|replicate 2846.9 -1411.4 12
M4 Temp +Temp”"2 + Temp * Strair RL + StraigRL + (1|replicatg) 2850.3 -1411.2 14
C. RL~LF
MO Temp * StraiR+ Temp”2* Straip+ (temp | replicatg) 2160.8 -1067.4 13
M1 Temp * StraiR + Temp”2* Straip+ LF + (temp | replicaig) 21119 -1042.0 14
M2 Temp * Straip + Temp”2* Straip+ LF + Temp:LF + (temp| replicag 2104.5 -1037.2 15
M3 Temp * Strain, +Temp 2* Straing + LF + Temp:LF + Temp”2:LF + (temp] replicatey) 2073.9 -1021.0 16
M4 Temp * Straip +Temp”2* Straip+ LF + Temp:LF + Temp”2:LF + StraihF + (temp | 2075.1 -1019.5 18

replicate)

Table 4.4. AIC and Log Likelihood values for correitions across vital rates. Bold letters correspontb

the preferred model (see methods). Model syntax @sthe text (upper case letters denote fixed

variables and lower case letters denote random vables). Random variables are included within

brackets (similar to R syntax for ‘Imer’ function). The symbol “:” denotes an interaction.
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Sub-table Model
A. M3 LE~LF
Fixed effects: Estimate Std. Error t value
(Intercept) 22.00 1.72 12.77
Temp 0.36 0.23 1.55
Temp”2 -0.03 0.01 -3.99
StrainHYB -3.63 1.45 -2.50
StrainMY -1.06 1.51 -0.70
LF -0.05 0.02 -2.86
Temp:StrainHYB 0.22 0.07 2.95
Temp:StrainMY 0.06 0.08 0.76
Temp:LF 4.67E-03 1.96E-03 2.39
Temp”2:LF -1.17E-04 5.49E-05 -2.13
Random effects:
Groups Name Variance Std.Dev. % of variance
replicate(Intercept) 0.00 0.00 0.00
Residual 30.26 5.50 83.49
M1 LE~RL
Fixed effects: Estimate Std. Error t value
(Intercept) 21.08 1.62 13.03
Temp -0.01 0.16 -0.04
Temp”2 -0.01 0.00 -3.03
StrainHYB -3.06 1.52 -2.02
StrainMY -2.56 1.47 -1.74
RL 0.16 0.10 1.65
Temp:StrainHYB 0.19 0.08 2.40
Temp:StrainMY 0.10 0.08 1.26
Random effects:
Groups Name Variance Std.Dev. % of variance
replicate (Intercept) 0.00 0.00 0.00
Residual 31.05 5.57 100.00
M3RL~LF
Fixed effects: Estimate Std. Error t value
(Intercept) 9.16 1.61 5.69
Temp 0.09 0.18 0.47
StrainHYB -5.56 2.16 -2.58
StrainMY -2.13 2.18 -0.98
Temp”2 -0.01 4.68E-03 -1.52
LF 0.05 0.01 5.53
Temp:StrainHYB 0.41 0.24 1.73
Temp:StrainMY 0.06 0.24 0.24
StrainHYB:Temp”2 -0.01 0.01 -0.83
StrainMY:Temp”2 2.40E-03 0.01 0.39
Temp:LF -0.01 9.24E-04 -5.43
Temp”2.LF 1.51E-04 2.54E-05 5.97
Random effects
Groups Name Variance Std.Dev. % of Variance
replicate (Intercept) 6.28 2.51 57.16
temp 0.01 0.09 0.07
Residual 4.70 2.17 42.77

Table 4.5. Descriptive statistics to describe theade-offs between demographic parameters .
remanei. The representation of the variables in here is #hsame as in Table 4.4. (Note that the variance
between lines has significant effects only in theetationship between reproductive lifespan and lifétme

fecundity). Model syntax and AIC values can be sedn Table 4.4.
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4.4.2.7 Age-specific fecundity (m;)

Given the number of observations of thén worm and the hierarchical structure within
the datarfith individual nested within thiéh replicate within théth strain at thgth
temperature), M3 was the starting model in thidyaims (Table 4.2D). | used the random
effect (1] inghi), describing 4050 observations of 450 individuals
(temp:strain:replicate:ind), to quantify the effeof age, temperature and strain on the age-
specific fecundity. The number of offspring dectires females aged (M4 vs. M3=

1699.1, 8 d.f., P<0.001, Table 4.2D, Figure 46)dmmon withLF, | found that extreme
temperatures had a negative effect on the ovagaHspecific fecundity of individuals (M7
vs. M4:y*= 337.88, 2 d.f., P<0.001 Table 4.2D). Moreovee, ¢ffect of extreme
temperatures varied with individual age (M8 vs. W% 1408.2, 16 d.f., P<0.001, Table
4.2D). For instance, the age-specific fecunditindfviduals at age 6 was relatively more
sensitive to extreme temperatures. As Wi | found evidence that age-specific fecundity
differed between strains (M9 vs. Mg= 32.18, 2 d.f., P<0.001, Table 4.2D); MY
producing relatively more offspring. Moreover, MYogduced relatively more offspring at
ages 2 and 4 compared to the other two strains (M1M9:,°= 81.25, 18 d.f., P<0.001,
Table 4.2D). Although | did not detect a signifitameraction between temperature and
strain (M11 vs. M10: 2.46, 2 d.f., P=0.30, Tabl2DR), | found a significant interaction
between strain and the quadratic term of tempergMi2 vs. M10y°=16.02, 2 d.f.,
P<0.001, Table 4.2D). For instance, MY producedi§icantly more offspring at
intermediate temperatures compared to the othestiams. In addition, | found

significant differences in the age-specific variabetween individuals (M13 vs. M1#=
13704, 44 d.f., P<0.001, Table 4.2D). For instatioe age-specific variance was greater at
ages (days) 0, 2 and 6 compared to the other 8§ekE2( 33.48 and 22.05 % of the
variance). The preferred model contained termadeay;, temperature (with both linear
guadratic terms); and age-temperature interactath oth linear quadratic terms); strain,
strain-temperature interaction (with both linead guadratic terms), and strain-age

interaction, and a random effect for age (ModelTl&hle 4.2D; see Table 4.6).
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A) Fixed factors

.Std. t value

Parameter Estimate Error.

intercept -114.70 9.50 -12.08
Age2 -32.99 10.28 -3.21
Age4d 34.03 12.84 2.65
Age6 85.25 11.39 7.49
Age8 106.20 10.17 10.44
Agel0 113.40 9.67 11.73
Agel2 114.30 9.56 11.96
Agel4 114.50 9.55 12.00
Agel6 114.60 9.50 12.06
Temp 23.15 1.18 19.58
I(Temp”2) -0.65 0.03 -19.77
StrainHYB 9.98 5.07 1.97
StrainMY 25.10 5.07 4.95
Age2:Temp 8.94 1.28 6.98
Age4d:Temp -5.26 1.60 -3.29
Age6:Temp -16.44 1.42 -11.59
Age8:Temp -21.19 1.27 -16.73
AgelO:Temp -22.76 1.20 -18.90
Agel2:Temp -23.05 1.19 -19.36
Ageld:Temp -23.14 1.19 -19.46
Agel6:Temp -23.15 1.18 -19.57
Age2:1(Temp”"2) -0.26 0.04 -7.16
Aged:|(Temp”2) 0.14 0.04 3.18
Age6:1(Temp”2) 0.46 0.04 11.58
Age8:1(Temp”"2) 0.60 0.04 16.84
Agel0:1(Temp”2) 0.64 0.03 19.06
Agel2:1(Temp”2) 0.65 0.03 19.54
Agel4:l(Temp”2) 0.65 0.03 19.66
Agel6:l(Temp”2) 0.65 0.03 19.76
Age2:StrainHYB -5.67 5.47 -1.04
Aged:StrainHYB -8.77 6.83 -1.28
Age6:StrainHYB -8.83 6.06 -1.46

Age8:StrainHYB -9.88 5.41 -1.83
Agel0:StrainHYB -10.04 5.15 -1.95
Agel2:StrainHYB -10.23 5.09 -2.01
Agel4:StrainHYB -10.14 5.08 -2.00
Agel6:StrainHYB -10.18 5.05 -2.02
Age2:StrainMY -0.43 5.47 -0.08
Aged:StrainMY -4.61 6.83 -0.67
Age6:StrainMY -14.25 6.06 -2.35
Age8:StrainMY -20.18 5.41 -3.73
Agel0:StrainMY -23.25 5.15 -4.52
Agel2:StrainMY -23.99 5.09 -4.72
Agel4:StrainMY -24.23 5.08 -4.77
Agel6:StrainMY -24.36 5.05 -4.82
Temp:StrainHYB 0.03 0.06 0.59
Temp:StrainMY -0.06 0.06 -1.12
I(Temp”2):StrainHYB 0.00 0.00 -0.64
I(Temp”2):StrainMY 0.00 0.00 0.66
B) Random factors
Groups Name Variance %
Variance
ind1 age0 1822.70 36.12
age2 1689.20 33.48
age4 1112.60 22.05
age6 339.03 6.72
age8 70.58 1.40
agelo 8.55 0.17
agel2 1.53 0.03
ageld 0.07 0.00
agel6 0.02 0.00
Residual 1.80 0.04

Table 4.6.Descriptive statistics of the effect oEmperature onC. remanei age-specific fecundity. The table

contains the a) fixed factors and b) random factorsf the preferred model (Model syntax and AIC valus can be

seen in Table 4.2). Number of observations: 3101umber of individuals: 450.
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Figure 4.6. Age-specific fecundity of individual®f C. remanei in response to temperature. The Figure
represents the three strains (MY, HYB and JU —fronthe top to the bottom) cultured at 5, 10 15 a 20

25 and 30 ° C. Circles represent single observatien
4.4.2.8 Survival ()

| found a significant difference in survival rat@ang individuals maintained at different
temperatures. (M2 vs. M¥*= 203.75, 5 d.f., P<0.001; Table 4.2E; Figure 4.fund

that strains responded differently to temperatité ys. M2:°= 226.96, 12 d.f., P<0.01;
Table 4.2E; Table 4.7). Moreover, the analysis sstggl that the probability of dying was
not constant across time (log-likelihood of Exparedmmodel = 3431.41), instead, the
mortality rate increased with age (Weibull mode¥32.02; Exponential vs. Weibujf*=
699.32, d.f. 1, P<0.001). The preferred model idetlithe fixed terms of temperature (as a
categorical variable), strain, the interaction téretween them (M4; Table 4.2E and Table
4.7).
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Parameter Estimate Std. Error z-value P-value

(Intercept) 3.29 0.06 58.88 <0.001
Templ10 -0.22 0.08 -2.81 <0.01
Templ5 -0.15 0.08 -1.97 <0.05
Temp20 -0.32 0.08 -4.07 <0.001
Temp25 -0.63 0.08 -8.07 <0.001
Temp30 -0.86 0.08 -11.00 <0.001
StrainHYB -0.13 0.08 -1.62 0.11
StrainMY -0.03 0.08 -0.32 0.75
Templ10:StrainHYB 0.11 0.11 1.00 0.32
Templ5:StrainHYB -0.01 0.11 -0.08 0.94
Temp20:StrainHYB 0.25 0.11 2.24 <0.05
Temp25:StrainHYB 0.29 0.11 2.63 <0.001
Temp30:StrainHYB 0.24 0.11 2.18 <0.05
Temp10:StrainMY -0.11 0.11 -1.00 0.32
Temp15:StrainMY -0.25 0.11 -2.24 <0.05
Temp20:StrainMY 0.05 0.11 0.45 0.65
Temp25:StrainMY 0.09 0.11 0.78 0.43
Temp30:StrainMY 0.06 0.11 0.57 0.57
Log(scale) -1.28 0.04 -35.30 <0.001

Table 4.7. Survival analysis (Weibull model). Restd of the preferred -survival model to describe the
survival rate of individuals from three strains cultured across a range of temperatures. Note that

temperature is used as a categorical variable. Thmodel syntax can be seen in Table 4.2E, Model 41).
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Figure 4.6. Survival rate ofC. remanei growing at a) 5 and 10, b) 15 and 20 and c) 25 aB@ ° C. Open
circles refer to JU, cross to MY and triangle to HYB. The lines represent the predicted values of the

model in Table 4.7).
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4.5 Discussion

45.1 General results

This study illustrates for the first time, the pbampic plasticity ofC. remanelife-history
traitsin response to temperature under laboratory camditil used protocols previously
developed foC. remane(Diaz et al.jn pres$ to describe the relationship between life
expectancy, lifetime fecundity and reproductivedian in relation to six temperatures (5,
10, 15, 20, 25 and 30 °C). In general, | found a-lveear relationship between all life-
history components and temperature. Across striashighest fecundity was found at 20
°C, and the lowest at 5 and 30 ° C; the highestddpectancy was recorded at 15 °C and
the lowest at 30 °C; and the peak of reproductfespan was found at 10 °C and the
lowest at 30 °C. According to the quadratic modelaximum life expectancy was
expected at 1.75, 4.50 and 7.25 °C; lifetime fedyrat 17.87, 17.30 and 17.73 °C; and
reproductive lifespan at 13.75, 13.75 and 23.2%J MY and HYB, respectively for
each trait). Thus, for all the traits, comparisansoss strains suggest a similar optimal
temperature of 17 - 18° C (+ 0.30 sd) but theyeddtl in the precise shape of the
relationship between temperature and respectigehlgtory traits. This is in agreement
with several other studies @ elegansVariation in tolerance to extreme temperatures is
known to occur between strains@©f elegangFatt and Dougherty, 1963) and it is
presumably equally likely to be encountered acatser Caenorhabditis species as well
(Kiontke, 1999; Kiontke and Sudhaus, 2006; Cuttexl.e 2006). Compared 0. elegans,

C. remaneexhibits higher thermal breath (Baird et al., 1,984tteling et al., 2008). For
many invertebrates, the tolerance to stressful éeatpres is linked to an increase in heat-
shock proteins and changes in the membrane phogptso{Feder and Hofmann, 1999;
Hoffmann et al., 2003; Rea et al., 2005; Murraglet2007). InC. elegansthe genetic
basis underlying differences in heat tolerance betwstrains is considered rather simple
(Cutter et al., 2006): empirical studies have shtivat these are linked to actual
differences in gene composition (Gutteling et2007; Harvey and Viney, 2007). The
same genetic and physiological mechanisms couldniadhe increased tolerance®f
remaneito stressful temperatures compare@€t@legansHowever, direct evidence for
this is lacking and the ecological significancaerhperature tolerance is unclear since we
know so little about the ecology 6f remanein the wild.
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4.5.2 Thehybrid

Inbreeding depression is often associated withclirgein fertility and growth rate
(Maynard Smith, 1989; Keller and Waller, 2002). Hwear, when inbred lines are crossed,
the F1 is usually as vigorous as the original adlpopulation (Maynard Smith, 1989).

The results from the two parental crosses of HYBfemale and MY male cross
and the reciprocal) suggest that certain gene auatibns have relatively low vigour
compared to the wild-type strains. In addition, hiadf-diallel cross (HYB) shows similar
fecundity and optimal growth temperatures comp#wetl) and MY. Thus, the crosses
produced a fit hybrid (HYB) population with no apeat signs of inbreeding depression.
In C. elegansstudies have documented that crosses betweenetiffisolates can lead to
outbreeding depression (Dolgin et al., 2007) batdgtwas no evidence of this@

remanei

4.5.3 Reaction normsand GEI

The main objective of this study was to descriteertbaction norms of three important life-
history traits in response to temperature. | uskdlfsib breeding experiment to describe
whether the plasticity of traits had a genetic ése. GEI). | approached this question by
looking at the difference in the offspring trait®g@uced by each replicate (variance
between individuals (within replicates) vs. variafetween replicates). The analyses
suggested that there was high phenotypic variammg individuals €mi) which was not
related to replicate (i.e. “(1|replicaf). This was a surprising result as, in theorghi
phenotypic variance might be the consequence ¢f duilglitive genetic variance (Maynard
Smith 1989).

Two potential (but not exclusive) explanations couhderlie the suggested low
GEI across the populations of worms sampled inghidy. First, it might imply that
different genotypes (described here as replicgies)uced similar phenotypes across a
range of temperatures. It is recognised that czaiadn can reduce the phenotypic
variation (Waddington, 1942; Rutherford and Lind4ui998). Moreover, epigenetic
mechanisms that favour canalization are expectée favoured by natural selection
(Siegal and Bergman, 2002). It is also possiblettiexe is really very little inter-
continental variation betwedl. remanepopulations so that all the individuals assayed
were actually highly similar (Diaz et al., in presgnder these circumstances, the reaction
norms would reflect the plasticity of similar geyo¢s. Environmental heterogeneity is
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expected to promote local adaptation, thus regpitithe maintenance of polymorphism
and genetic diversity at the species level (Rdi02). Given the variability of soil
characteristics across time and space (Lee, 18@4night expect a high degree of local

adaptation irC. remanepopulations.

Identifying the number and location of loci thahtidbute to phenotypic plasticity
is not a trivial problem, particularly as phenotyfriaits are not always governed by single
genes. In addition to the approach of using expamtal breeding designs, describing the
genetic basis of a phenotypic trait can be condusyesampling stretches of the DNA that
are closely linked to the genes that underlie thi¢ in question. Using modern quantitative
genetic techniques, studies have started to lotdkeagenotype-phenotype relationship by
mapping quantitative trait loci (QTL) in differeativironments. In relation to temperature,
recent results suggest thatGnelegangecundity has a significant GEI (Gutteling et al.,
2007). Gutteling and collaborators (2007) quarditiee phenotypic variance between and
among replicates, in addition to several QTLs ahgamperature. Their results suggest
that there is allelic sensitivity to temperaturer Brosophila, similar studies suggest a
significant GEI in life expectancy (Vieira et @000). Thus, a GEI could be as well

expected in populations &f. remanei

Another important assumption usually made wherrpnéting the results from
experimental studies of genetic architecture isttiiaexperiments are based on
representative, unbiased sampling of wild-typevitiials. In the half-sib breeding design
| used here, a female was mated with several apghaterelated males. However, if the
strains used in this study were already inbred, tiating design would not be able to
detect a replicate effect, making it difficult tseintangle the genetic basis of the plasticity.
Another approach would be to use the isofemaleténknique (Parsons and Hosgood,
1968; David et al., 2005). This approach has thiergil to describe the genetic
architecture of quantitative traits of natural plapions under laboratory conditions (David
et al., 2005). It consists of isolating wild fengte initiate a full sib family by allowing the
progeny to interbreed (David et al., 2005). Assulk the line will be partially inbred since
it will be founded by genes from a single femald &nom as few as one male (David et al.,
2005). In the present [my] study, using unrelatedes might have had the opposite effect,
hence increasing the genetic differences betwesmthviduals sampled within a

replicate.
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4.5.4 Correlations between life-history traits

Life-history theory is based on the assumption sleéction will act to maximise fitness
(Roff, 2002). However, the absence ofCamtwinian demoh(Law, 1979), which
simultaneously maximises all fitness componentggssts the existence of trade-offs
between life-history components (Roff, 2002). Fatance, it is commonly thought that a
direct or indirect increase in fecundity may redeoergy available to other fithess
components such as survival. Despite the simplanity appeal of the trade-off theory, it is
difficult to distinguish causation from correlati@Roff, 2002). Thus, inferences from
statistical correlations must be made with cautidaund a negative relationship between
lifetime fecundity and life expectancy. Moreovédre tanalysis suggested that extreme
temperatures accentuate the negative relationgtvpelen traits. A similar, but positive
association, was found between reproductive lifiegpal lifetime fecundity. These results
could suggest that the genetic correlations (ugiohgrithe phenotypic correlation) are
environmentally dependent. For instance, for samdevziduals maximising fecundity can
be more costly at certain temperatures (DeWitt.e1898). If genetic correlations underlie
the observed phenotypic correlations, the evoluioplasticity and life history might be
constrained in heterogeneous environments (Piglid605). However, similar to the
reaction norms of life-history traits, the analysigygests weak support for a GEI for each

correlation.

455 Conclusons

My results suggest plasticity with regards to chagdgemperatures for all the life-history
traits ofC. remanestudied here. These results intuitively suggedt thaagreement with
results on other ectothernts, remaneés performance is limited by temperature (Cossins
and Bowler, 1987). Moreover, comparedtoelegansC. remanehas higher thermal

tolerance.
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5 Life-history evolution in fluctuating environments: a
long-term selection experiment orCaenorhabditis

remanei
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5.1 Abstract

Environments are spatially and temporally hetereges and this variation is
considered to be partially responsible for shapieglife-history adaptations of
populations and species. In nature, organismsltargiqogically limited to a range of
conditions that allow their normal functions, ahére are many documented
examples of adaptations to constant extreme conditout empirical evidence of
adaptations to fluctuating environments is moretéch However, the study of the
evolutionary consequences of fluctuating environtaleronditions on fitness is
important, for example, for understanding the fkebnsequences of changing
environmental patterns due to climate change.ithgfudy, | used the nematode
Caenorhabditis remanéo study the evolution of life-history traits wad thermal
regimes, constant and predictably fluctuating S@mgenerations. | used three strains,
wild-type strains JU724 and MY 12-G (originally fra@hina and Germany) and a
half-diallel cross between them, which allows a panson not only between
different strains but also between likely levelgehetic diversity (i.e. between the
pure strains and the hybrid). The results showttieimally fluctuating conditions are
generally suboptimal for nematodes reared in lagboyaonditions, resulting in up to
60% reduction in performance across differenthifgtory traits compared to
nematodes cultures in standard conditions. For wannthe fluctuating environment,
| did not detect changes in lifetime fecundity desghe relatively long-term
opportunity for adapting to these environments. Ewsv, the timing of reproduction
shifted towards younger age in the fluctuating esrwinent in the course of selection,
resulting in an increase in the generation timenfr8.68 (generation 1) to 3.8
(generation 50) — a strong demonstration of adgptrthe fluctuating environment as
it marks the difference between extinction and fspersistence in such an

environment.
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5.2 Introduction

The natural environment is constantly changing (iKaal. 1995; Easterling, 2000).
Temporal and spatial fluctuations create a divedithabitats in which organisms are
born, develop, produce progeny and die. Thus, epéifé histories are actively
affected by natural selection acting on individualiation within populations
(Charlesworth, 1980). From an evolutionary perdgpectemporal fluctuations and
spatial complexity are considered to promote spgetingersity across habitats (Tews
et al., 2004), and within a species, populatioviadj in different environments show
adaptations to local environmental conditions (ota and Moreno, 1988; Grant and
Grant, 1993). While studies have described the mapoe of environmental effects
on populations’ demography, the evolutionary conseges are not always obvious.
Two main issues still remain unanswered. First,tvalna the consequences of the
fluctuating environments on populations’ genetiedsity, and second, what life-
history traits are favoured in a fluctuating enwimeent? Here, the focus will be on

the life-history traits.

Depending on the frequency of the environmentahtian, relative to the
lifetime of an individual, natural selection caradige the tolerance of individuals to a
wider range of temperatures (Via and Lande, 1986gmer, 1993). Thus,
environmental variation occurring at a short timals relative to generation time
might promote phenotypic plasticity (Roff, 2002) Ampirical evidence regarding
the consequences of living in fluctuating environiséhas received little attention, in

this study, | focus on life-history trait evolutiam fluctuating environments.

In the absence of genetic constraints (Roff, 200@)anisms should evolve to
match the average state of the environment, andrdeth of adaptation should
evolve to match the range of environmental vama{Bradshaw, 1965; Southwood,
1977; Futuyma and Moreno, 1988). In theory, sadaciill favour those genotypes
that have the highest growth rate compared to @éeotypes in the population,
especially if we assume an equilibrium populatio@a iconstant environment
(Charlesworth, 1980; Benton and Grant, 2000; R02). In constant favourable
environments, where the probability of dying issgldo zero, selection is expected to

favour “fast” life cycles (Wilbur and Rudolf, 20Q6)hus, in a species with a short
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maturation time, early reproduction might be adagsince there are no potential
benefits of delaying reproduction. In contrast, whige environment is fluctuating,
either in a predictable or unpredictable manneginges in the direction of selection
may favour individuals with delayed reproductivaedules (Wilbur and Rudolf,
2006). Variation in the age of maturity can be akptd when bigger/older
individuals produce more or higher quality offsgrithan smaller/younger parents
(Stearns and Crandall, 1981; Stearns and KoelB6)19

Mathematical models of the effects of temporalatawn on life history traits
have received considerable attention (e.g. Tuljegrut989; Tuljapurkar, 1990;
Orzack and Tuljapurkar, 2001; Altwegg et al., 200These models commonly
describe the effects on temporal variability ondgs by breaking down the
environmental effects that contribute to the fisieeach age-class (Stearns, 2000).
We can imagine two scenarios, temporal variatiolueceng 1) the survival of
juveniles or 2) the survival of adults (Murphy, B9Roff, 2002). Murphy (1968) was
one of the first to theoretically consider these sgenarios and he predicted that long
life expectancy and late maturity might be the egpgnce of evolutionary pressures
causing a reduction in the survival of juveniles.(pre-reproductives as referred by
Murphy, 1968). In contrast, low or variable adiutvival might cause evolutionary
pressure toward early reproduction (Murphy, 169Bmpirical evidence shows that
different age classes are indeed often affectddrdiitly by environmental variation.
For instance, in nature, low temperatures duringeviaffect juvenile but not adult
survival of populations of asp vipe¥ipera aspi¥ (Altwegg et al., 2005). Thus, from
an evolutionary perspective, it is important toedetine whether fluctuating

environments reduce juvenile or adult survival.

In addition to theoretical studies, empirical sasdhave also demonstrated the

limits of evolutionary change (Cohan and Graf, 1,98%bs and Loeschcke, 1996;
Gibbs et al., 1997). In theory the rate of respdoselection should be linked to the
additive genetic variance present in a populatieshier 1930), and empirical studies
have corroborated this prediction (e.g. Reznickl t1997; Hendry and Kinnison,
1999; Roff, 2002). Thus, inbreeding depressiora esnsequence of low population
density for instance, can negatively affect the adtevolutionary change (Arnold,
1993; Potvin and Tousingagnt, 1996). In additidfe;tistory can be constrained
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through the cost of adapting to abiotic conditidarshman and Hoffman, 2000); for
instance, empirical studies have reported thaharease in adult cold resistance was
accompanied by a decrease in early fecundity ofspexies of Drosophila,
suggesting a life-history trade-off. (Watson andfhbann, 1996). Another limiting
element is that the trait in question, or the ma@ras which increase tolerance to
fluctuating environments, must have some genescshia be transmitted to future
generations. Again, research on Drosophila suggiestslthough heritabilities for
thermal tolerance, for instance, can vary betwesulations, the heritability of
tolerance to stressful conditions is not uncomneog. (\Watson and Hoffmann, 1996;
Jenkins and Hoffmann, 1999).

For obvious reasons (short generation time and masytenance), research on
the effects of environmental fluctuation on addptahave mainly been conducted on
small organisms (bacteria, Bennett et al., 199fa@l Reboud and Bell, 1997; Kassen
and Bell, 1998; viruses, Weaver et al., 1999; Daglcheiner and Yampolsky,
1998; Drosophila, Haley and Birley, 1983). Expernirta evolutionary studies
investigating the adaptation of microorganismsetaperature have been particularly
successful (Huey, 1982; Huey et al., 1991; Berstatt., 1992). Bennett and
colleagues (1992) investigated the adaptatidasaherichia colio three constant
temperatures (32, 37 and 42 °C) and a thermalbtgdhating regime (32/37 °C) for
2,000 generations. They found that all four treatt®showed improved fitness
compared to an ancestral line, which was previopsipagated for a similar length of
time at the average temperature (Bennett et 8@2)1%or invertebrates, the evolution
of thermal tolerance has been mainly documente@rdafioratory conditions in
Drosophila (e.g. Huey et al., 1991; Watson and Haff, 1996). For instance, Huey
and collaborators found thBrosophila melanogastendividuals cultured at low
temperatures exhibit faster developmental times &® generations of selection
(Huey et al., 1991). In an early study, the adaptibthe soil nematode
Caenorhabditis elegarts a gradual increase (0.5°C) in temperature (fi@&to 23
°C) was investigated across generations (Brun, 198though adaptation to gradual
change was achieved, any further increase in teatyrer, even by as little as 0.5 °C,

resulted inca. 90% sterile worms in the population (Brun, 1965).
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The thermal tolerance of other free-living nemamdeich a€. remaneiis
considered to be higher comparedtcelegangChapter 4; Baird et al., 1994). In a
previous study, | described the thermal breatG.alemaneunder laboratory
conditions. | found that 17 °C was the optimal griyiemperature for fecundity (see
Chapter 4). Although extreme temperatures, suchaasl 25 °C, significantly
decreased fecundity, they were still permissivestome individuals (Chapter 4). If
tolerance to high/low temperatures has some gebasis, it would be likely subject
to selection.

In this study, the main objectives are to examimgeresponse of fithess components to
environmental conditions (constant vs. predictdhigtuating temperature), and the
effect of the evolutionary starting point (pureasts vs. hybrid) under laboratory
conditions. | used a gonochoristic nemat@deemaneias a model species raised
under laboratory conditions for the selection ekpent. Five replicates of three
strains ofC. remanewere cultured under two environmental regimesstamt (15

°C) and fluctuating (between 5 and 25°C), for 5Qegations. | then compared the
fecundity and survival rates at generations 1,r205%0.

5.3 Material and methods

5.3.1 General protocols

5.3.1.1 Strains

| used three strains @f. remaneitwo wild-type strains (JU724 and MY12-G,;
originally from China and Germany, respectively)l @anhalf-diallel cross (HYB). The
two wild type isolates were recently isolated frima field. They were provided by

M. A. Felix from the Nematode Biological Resourcen@e in France and N.
Timmermeyer from the Animal Ecological Centre inr@any, respectively. The
Chinese strain was isolated from soil in May 2008 the German strain was isolated
from rotten apples in September 2006. The straegre wbtained from samples frozen
since their isolation in the wild; | assume thegresent a natural population that have
not been adapted to laboratory conditions. Moredvassumed that populations did
not adapt to laboratory conditions. The half-diati®ss (HYB) consisted of the F1
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progeny of a female JU724 by a male MY12-G , ardrétiprocal crosses (Chapter
4). To initiate the selection experiment, | usee fieplicates from each of these out-
bred strains, JU724, MY12-G (referred to hencefegldU and MY, respectively) and
HYB. | used replicates which were stored in eppehtides and maintained at -80

°C prior to the current study. Worms recovered ftbese stocks were used to initiate
the selection experiment. This is a standard prnaee(Epstein and Shakes, 1995) and
has been shown to have no effect on the life-hystbharacteristics of. remanei
(Epstein and Shakes, 1995). All individuals werentaned in NGM petri dishes and
fed on a lawn oEscherichia col(OP50 strain) using standard protocols (Hope,
1999).

5.3.2 Selection experiment

5.3.2.1 Temperatureregimes

Five replicates from each strain were culturediio temperature-controlled
incubators, one constantly at 15° C, one fluchgategularly between 5 and 25° C
(mean 15° C) , for 50 generations each. In thddkting temperature regime,
temperature changed from the minimum to maximunmye¥2 hours. This change

took ca. 15 minutes and the cooling from maximumtioimum took ca. 45 minutes.
5.3.2.2 Maintenance and culture

During the experiment, | maintained the populatising standard laboratory
protocols (Hope 1999). Using aseptic condition®tC, two random chunks of agar
of approximately 1 cfwere transferred onto a new NGM plate every 3ysdar
worms in a constant environment and every 4-5 #ayworms in a fluctuating
environment. These transferring schedules correfgabtoca. two generations in
each environment. In addition, every 10 generatibstored 10 samples of each
replicate in eppendorf tubes to be maintained @3 (Hope, 1990). Worms
recovered from these samples were used to inthat@tness assays. Petri dishes of
50 mm diameter were used for the maintenance ofnwan the experiment.
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5.3.3 Fitness assays

Prior to each assay, a frozen sample was thaweat temperature for a few
minutes and then poured into a 50 mm NGM-petri.digte following day, the

worms were moved to the assigned environmentdomstant or fluctuating). For
worms in a constant environment, approximately dags later, five gravid females
were randomly selected from each replicate andgsteared into individual petri

dishes. For worms in a fluctuating environment,game procedure was followed
approximately 4 days later after thawing. The Limiing of these females were used

to initialize all assays.
5.3.3.1 Life-history assays

Using lab protocols previously developed to quarttie vital rates o€. remanei

(Diaz et al. in press), | conducted the life-higtassays at generation 20 and 50 (F20
and F50, respectively) in both environments. TfeeHistory traits | quantified were
life expectancy, lifetime fecundity, reproductiviespan and age-specific fecundity. |
followed 25 individuals from each strain (five peplicate) from each regime. As |
have previously shown th@t remanefemales maximise their fecundity when given
access to ca. four males (Chapter 3), to get amast of fecundity which would not
be limited by sperm availability, a virgin femal@svpaired with four unrelated young
males for 48 hours. On alternate days after thessfemale was subsequently
transferred into a new petri dish with four newelated young males (Diaz et al., in
press; Baird et al., 1994). Transfers were contnudil the female stopped laying
eggs. Then the female was monitored on alternate tascore the date of death
(similar to othelC. elegansprotocols, e.g. Evason et al., 2005; Dolgin et 2007).
Age-specific fecundity was estimated by counting kmber of juvenile larvae
present in each plate. Plates were monitored twe dter the female was previously
transferred to account for the number of larvaeeolesl. In total, 150 females from
each population (JU7, MY and HYB) in each regimeen&ssessed.
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5.3.3.2 Demographic analysis

| applied well-known methods in demography (Ca®®0} to calculate the generation
time and population growth rate. Briefly, | useé #ige-specific fecundity estimates
(my) and survivall) at timex to estimate the generation timg:(

T_lemxx_

B zl xmx ,
5.3.3.3 Model construction and comparison

Using mixed-effects models, | analysed the avepsgormance of worms of
different strains, over generations and betweemes together with the pattern of
variance within generations, within regimes, witbtrains, among individuals (within

replicates) and between replicates.

Model syntax used here denotes fixed variables upiber case letters and
random variables with lower case letters. | usdubsupts to denote different levels of
the data as follows for individual observations (1,2,...,450p for the replicate
(1,2...,15),| for the Strain (1,2 and 3R,for the Generation (F1, F20 and F50pr
the Regime (constant and fluctuating) arfior the Age (0,2,...,14 days) of timéh
individual (referred in the models as ind).

The syntax of the random effects was the followihg: “(strain| replicate)”
term denotes the random variable representingeakigiion of the population mean of
the average life-history trait for tlmth replicate (within théth strain; Faraway,
2006), the “(generation| replicate)” term is a @mdvariable representing the
deviation of thamth replicate from the population mean of the averlgg-history
trait across generations, the “(regime| replicate)h is a random variable
representing the deviation of theh replicate from the population mean of the
average life-history trait between regimes, and‘(hereplicate)” effect is a random
variable (intercept) representing the deviatiomfithhe population mean of the
average life-history trait for theth replicate. Th&mn is a random variable

representing the deviation of the life-historyttfar thenth worm of themth replicate
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(within thelth strain) between regimes, and acikibsgenerations (Faraway, 2006). |
presented the variance components in terms of pxges of the total variance
attributable to each effect (e.g. percentage of/#r@nce within replicatesmepncatez/
[Grepicate’ + o:°], and the percentage of the error variance isemites! similarly). |
assumed that the variances of random effects warreally distributed with mean

zero.
5.3.34 Statistical analysis

All statistical analysis was done using R 2.7.Xwafe (R project for statistical
computing: http://www.r-project.org). Data were Bsad by fitting mixed-effects
models using the “Imer” function (“Ime4” packagersion: 0.999375-27). In
addition, | analysed survivorship by fitting surahmodels using the “Surv” function
(“survival” package, version: 2.34-1) and testinigether the probability of dying was
constant across time or whether it changed aciges @y fitting Exponential and
Weibull models, see Ricklefs and Scheuerlein, 2@awley, 2007).

Model comparison was performed using Likelihoodi®R@&ests (LRT) for
nested models. For un-nested models, the mostpamgus model with lowest AIC
value was chosen. In all instances, pair-wise coisgaof competing model are
embodied in the text; first the competing vs. timepdest. Unless otherwise stated, the

results are presented by a mean effect + standend(se).

5.4 Results

5.4.1 Lifeexpectancy (LE)

| found that life expectancy, as measured by Yegaage number of days lived,
decreased over generations (Fig. 5.1, M1 vs. §960.26, 2, P<0.001; Table 5.1A).
The analysis also showed that this reductionBrwas different in the two regimes
(Fig. 5.1, M2 vs. M1y*= 53.76, 1 d.f., P<0.001; Table 5.1A), so by the ehthe

experiment worms in the fluctuating regime hadghertesLE. In addition, | found a
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significant interaction between generation andmeg{M3 vs. M2;°= 42.88, 2 d.f.,
P<0.001; Table 5.1A), indicating that the reduciiohE was steepest in the
fluctuating regime. While strain was not significavhen fitted as a main effect (M4
VS. MS:;(zz 1.78, 2 d.f., P=0.40; Table 5.1A), or as anraxt8on with generation
(M5 vs. M3:y°= 8.15, 8 d.f., P= 0.41; Table 1.A), the effectid regime ol.E

varied significantly between strains (M6 vs. M3z 10.61, 4 d.f., P<0.05; Table
5.1A); JU exhibited longdtE compared to the other strains only in the constant
regime. Finally, a model with a three-way inter@actterm (between strain,
generation and regime) was the preferred (M7 vs.666.87, 8 d.f., P<0.001;
Table 5.1A), suggesting that the effect of the mmmnental regime on generation
change irLE was further dependent on the strain (Figure dj.instance, in a
constant environment JU had the largest avelr&gat the beginning of the
experiment, but after 50 generations of selectlbstia@ins showed simildtE; in
contrast in the fluctuating environment, straind BemilarLE before and after the
selection experiment. Regarding the variance compisin | found little variation
across replicates, moreover, models permittingeabfit variances for the replicates of
each strain (M8 vs. M%?= 3.29e-07, 5 d.f., P=0.99; Table 5.1A), generaf\d8 vs.
M7: y*= 3.29e-07, 5 d.f., P=0.99; Table 5.1A) or regitid.Q vs. M7:y°= 3.29e-07, 2
d.f., P=0.99; Table 5.1A) were not preferred. Thanes the final model contained the
fixed effects of generation, regime and strain, dmedcorresponding two- and three-
way interaction, and a random effect to descrileehilerarchical structure of the data
(Model M7 in Table 5.1A; Table 5.2A; Figure 5.1).
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model Syntax AIC LogLik D.F
A. LE
MO 1 + (1replicatem) 2638.4 -1316.2 3
M1 Generatiop+ (1| replicat@m) 2582.1 -1286.0 5
M2 Generatiop+ Regime+ (1] replicat@m) 2530.3 -1259.2 6
M3 Generatiop+ Regime+ GeneratiopRegime + (1] replicat@m) 2491.5 -1237.7 8
M4 Generatiop+ Regime+ GeneratiopRegime + Strain + (1| replicat@m) 2493.7 -1236.8 10
M5 Generatiop+ Regime+ GeneratiopRegime + Strain + RegimgStrain + (1| replicat@m) 2488.9 -1232.4 12
M6 Generatiop+ Regime+ GeneratiopRegime + Strain + GeneratiopStrain + (1] replicat@m) 2495.3 -1233.7 14
M7 Generation * Regime * Strain, + (1|replicatejum) 2438.0 -1199.0 20
M8 Generatiop* Regime * Strain + (strain| replicatgm) 2448.0 -1199.0 25
M9 Generatiop* Regime * Strain + (generatiog replicat@m) 2448.0 -1199.0 25
M10 Generatiop* Regime * Strain + (regimg] replicat@m) 2442.0 -1199.0 22
B. LF
MO 1 + (1] replicatgm) 5814.6 -2904.3 3
M1 Regime+ (1] replicat@m) 5676.2 -2834.1 4
M2 Generatiop+ Regime+ (1] replicat@m) 5680.0 -2834.0 6
M3 Generatiop+ Regime+ GeneratiopRegime + (1] replicat@m) 5655.4 -2821.7 6
M4 Regime+ Strain+ (1| replicat@m) 5679.5 -2831.7 8
M5 Regime+ Strain + RegimgStrain + (1| replicat@m) 5645.8 -2814.9 8
M6 Regime+ Strain + RegimgStrain + Generatiop + (1| replicat@m) 5649.5 -2814.8 10
M7 Regime+ Strain + RegimgStrain + Generatiop + StraimGeneratiop+ (1| replicatgm) 5652.4 -2812.2 14
M8 Generatiop* Regime * Strain + (1 | replicat@m) 5650.1 -2805.0 20
M9 Generatiop* Regimeg * Strain + (strain | replicat@im) 5654.4 -2814.2 25
M10 Generatiop* Regime * Strain + (generatiog| replicat@m) 5655.6 -2814.8 25
M11 Generation * Regimeg * Strain, + (regime | replicatejum) 5620.2 -2800.1 22
C. RL
MO 1+ (1] replicatgm) 2065.99 -1030.00 3
M1 Generatiop+ (1| replicat@m) 2024.03 -1007.01 5
M2 Generatiop+ Regime+ (1] replicatgm) 1975.05 -981.53 6
M3 Generatiop+ Regime+ GeneratiopRegime + (1| replicatgm) 1957.24 -970.62 8
M4 Generatiop+ Regime+ GeneratiopRegime + Strain + (1| replicat@m) 1952.10 -966.05 10
M5 Generatiop+ Regime+ GeneratiopRegime + Strain + GeneratioaStrain + (1| replicat@m) 1946.13 -959.07 14
M6 Generatiop+ Regime+ GeneratiopRegime + Strain + GeneratiopStrain + RegimgeStrain + (1] 1942.08 -955.04 16
replicatgum)
M7 Generation * Regime * Strain, + (1| replicatgum) 1927.64 -943.82 20
M8 Generatiop* Regimeg * Strain + (regimg] replicatgm) 1936.59 -943.29 22
M9 Generatiop* Regime * Strain + (strain| replicatgm) 1931.57 -943.79 22
M10 Generatiop* Regime * Strain + (generatiog replicat@in) 2024.03 -1007.01 25
D my
MO Generatiop* Regimg * Strain + (1 | iNGmn) 43562 -21761 20
M1 Age + Generatiop* Regime * Strain + (1 | ingmn) 41834 -20889 28
M2 Age + Generatiop* Regime * Strain + Age: Generatiop+ (1 | inGkimn) 41829 -20870 44
M3 Age + Generatiop* Regime * Strain + Age: Generatiop+ Age: Regime+ (1 | inGlymn) 40068 -19982 52
M4 Age + Generatiop* Regime * Strain + Age: Generation+ Age: Regime+ Age: Strain + (1 | ingmn) 39886 -19875 68
M5 Age * Generatiop* Regime * Strain + (1 | inGmn) 39687 -19680 164
M6 Age * Generation, * Regime * Strain, + (age | in¢kimn) 31480 -15532 208
E. Ix
MO 1 2829 -1413 2
M1 Generatiop 2696 -1344 4
M2 Generatiop+ Regime 2567 -1278 5
M3 Generatiop* Regimg 2389 -1188 7
M4 Generatiop* Regimeg + Strain 2386 -1184 9
M5 Generation, * Regimeg * Strain, 3128 -1546 18
M6 Generatiop* Regime * Strain -Exponential 2299 -1131 19

Table 5.1. AIC and log likelihood (logLik) values br the life-history traits models, (A) life

expectancy,LE, (B) lifetime fecundity, LF, (C) reproductive lifespan,RL, (D) age-specific

fecundity, my, and (E) survivorship. Bold letters correspond tahe preferred model for each trait

(see methods). Model syntax as in the text (uppease letters denote fixed variables and lower

case letters denote random variables). Random vati¢es are included within brackets (similar to

R syntax for ‘Imer’ function). The symbol “:” denot es an interaction, whereas symbol “*”

denotes an interaction plus the main terms.
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Figure 5.1. Life expectancy (number of days livedf the three strains ofC. remanei exposed to

two environmental regimes (constant and fluctuatingenvironment) in the beginning of the

experiment (F1) and in generations 20 and 50. Eadime represents the replicate mean.
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The averagéF did not change over generations (Fig. 5.2, M. °= 0.21, 2 d.f.,

Lifetime fecundity (LF)

| followed the same protocols as tdt to analyse the lifetime fecunditiyf.

P= 0.90; Table 5.1B). The regime had a signifiedfeict onLF (M1 vs. MO:y*=
140.36, 1 d.f., P<0.001; Table 5.1B); the avelagevas lower in the fluctuating
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regime, moreover there was no interaction betweemeagime and the average
number of offspring produced by a female over gatigms (M3 vs. M1y*= 4.76, 4
d.f., P=0.31; Table 5.1B; Figure 5.2). In additibfound that the strains varied in the
average number of offspring they produced (M4 v&: §= 24.82, 2 d.f., P<0.001;
Table 5.1B); for instance, MY had a highdt. Moreover, the number of offspring
produced by a strain varied between environmen&\® M4:°= 13.57, 2 d.f.,
P<0.01; Table 5.1B); there were differences indtegluctivity across strains in the
constant environment, but not in the fluctuatingiemment. There was no
significant interaction between strain and genera(M7 vs. M5: »°= 5.43, 6 d.f., P=
0.49; Table 5.1B), nor did adding a three-way &t&on term (between strain,
generation and regime) improved the model fit fertfM8 vs. M5:;(2= 19.74, 12 d.f.,
P=0.07; Table 5.1B). Regarding the variance corapts; | found no support for
strain- or generation-specific variance terms ffigr tandom effect to describe the
variance between replicates (M9 vs. M&: 1.46, 5 d.f., P= 0.92 and M10 vs. M5:
¥*=0.22, 5 d.f., P= 0.99, respectively; Table 5.HBwever, the regime-specific
variance term was significant (M11 vs. M= 7.04, 2 d.f., P<0.05; Table 5.1B). The
variance within the fluctuating regime was smatiempared to the variation in the
constant regime (<0.01 and 99.9 %, respectivelpjera.2B); however, | found a
large between individual variance, which was ntatesl to the rest of the terms
(69.58%, Table 5.2B). The most parsimonious modetained the fixed effects of
regime, strain, regime-strain interaction term anmdndom effect describing the

replicate deviance for each regime (Model M11 ibl€&b.2B).



S. Anaid Diaz, 2009 Chapter 5, 115

F1 F20 F50
| | | | | |
MY MY
constantan fluctuating
800 B
600 \4 i
400 ;% -
200 —
> 0 7 B
e
= HYB HYB
N constantan fluctuating
(@]
© - — 800
g 7 ~ 600
€
g ] ——— ~ 400
= . - 200
-8 A
3 n - — 0
Q JU JU
“E’ constantan fluctuating
= | i
= 800
600 B
400 - ~
200 - —— s
0 — — —
I I I I I I
F1 F20 F50
Generations

Figure 5.2. As Fig. 5.1, but showing lifetime feadity (number of offspring).
5.4.3 Reproductive lifespan (RL)

Reproductive lifespan, the number of days takgoroduce all the offspring, changed
over generations (M1 vs. M@*= 45.97, 2 d.f., P<0.001; Table 5.1C). In genetad,
averageRL shortened over the course of the experiment (Eiglurand it was also
significantly different between the environmemn&gimes (M2 vs. M1y*= 50.97, 1
d.f., P<0.001; Table 5.1C); worms from the flu¢iog regime had short&L both at

the beginning and in the end of the selection erpart. There was also a significant
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interaction between regime and generation (M3 V&. ¥t 21.82, 2 d.f., P<0.001;
Table 5.1C). For instancBL shortened in the fluctuating regime from F20 tOF5
however, there was no such chamgthe constant regime (Figure 5.3). In addition, |
found that the strains responded differently togheironmental regime (M4 vs. M3:
¥*=9.14, 2 d.f., P<0.05; Table 5.1C). Moreover,urfd a significant interaction
between strain and generation (M5 vs. W4 13.97, 4 d.f., P<0.01; Table 5.1C), and
strain and regime (M6 vs. M%?z 8.05, 2 d.f., P<0.05; Table 5.1C). For instance,
worms from the HYB strain growing in a constantiemvment did not show a change
in RL but had reduceRL in the fluctuating environment (Figure 5.3). THere, |

found evidence of a significant three-way inter@ctierm between strain, generation
and regime (M7 vs. M= 22.44, 4 d.f., P<0.001; Table 5.1C). Regardirgg th
variance components, | found no evidence for stigeneration or regime specific
variance terms for the replicate random effect (d8M7:5°= 0.01, 5 d.f., P= 0.99,
M9 vs. M7:x*= 1.0579, 5 d.f., P= 0.96, and M10 vs. M% 0.0739, 2 d.f., P= 0.96,
respectively; Table 5.1C). As a consequence, tiad fnodel contained the fixed
effects of generation, regime and strain, and g@reesponding two- and three-way
interaction terms and a random effect to deschbéhierarchical structure of the data
(Model M7, Table 5.2C).
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Figure 5.3. As Fig. 5.1 and 5.2, but showing repduictive lifespan (number of days).
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Model Parameter Estimate Std. Error t value
A. M7 LE
Fixed effects:
(Intercept) 21.28 0.69 30.62
GenerationF20 -8.12 0.98 -8.26
GenerationF50 -8.48 0.98 -8.63
RegimeFL -6.32 0.98 -6.43
StrainHYB -2.68 0.98 -2.73
StrainMY -4.84 0.98 -4.93
GenerationF20:RegimeFL 1.80 1.39 1.30
GenerationF50:RegimeFL -1.60 1.39 -1.15
GenerationF20:StrainHYB -1.04 1.39 -0.75
GenerationF50:StrainHYB 4.36 1.39 3.14
GenerationF20:StrainMY 4.48 1.39 3.22
GenerationF50:StrainMY 6.52 1.39 4.69
RegimeFL:StrainHYB 3.56 1.39 2.56
RegimeFL:StrainMY 6.04 1.39 4.35
GenerationF20:RegimeFL:StrainHYB 5.36 1.97 2.73
GenerationF50:RegimeFL:StrainHYB -5.64 1.97 -2.87
GenerationF20:RegimeFL:StrainMY -6.72 1.97 -3.42
GenerationF50:RegimeFL:StrainMY -7.40 1.97 -3.77
Random effects:
Groups Name Variance Std.Dev. % of
Variance
replicate (Intercept) 0.00 0.00 0.00
Residual 12.07 3.47 100.00
B. M11 LF Estimate Std. Error t value
Fixed effects:
(Intercept) 290.59 23.72 12.25
RegimeFL -248.27 27.19 -9.13
StrainHYB 95.35 33.54 2.84
StrainMY 164.19 33.54 4.90
RegimeFL:StrainHYB -89.49 38.45 -2.33
RegimeFL:StrainMY -129.12 38.45 -3.36
Random effects:
Groups Name Variance Std.Dev. % of
Variance
replicate regimeconst 5790.00 76.09 30.42
regimefluct 4.67E-08 2.16E-04 2.45E-10
Residual 13242.00 115.08 69.58
C. M7 RL Estimate Std. Error t value
Fixed effects:
(Intercept) 11.20 0.39 28.42
GenerationF20 -3.04 0.56 -5.45
GenerationF50 -4.40 0.56 -7.89
RegimeFL -2.64 0.56 -4.74
StrainHYB -2.56 0.56 -4.59
StrainMY -0.16 0.56 -0.29
GenerationF20:RegimeFL 2.08 0.79 2.64
GenerationF50:RegimeFL -0.96 0.79 -1.22
GenerationF20:StrainHYB 1.36 0.79 1.73
GenerationF50:StrainHYB 3.84 0.79 4.87
GenerationF20:StrainMY 1.12 0.79 1.42
GenerationF50:StrainMY 2.24 0.79 2.84
RegimeFL:StrainHYB 2.88 0.79 3.65
RegimeFL:StrainMY -2.62E-15 0.79 32XE-15
GenerationF20:RegimeFL:StrainHYB -2.48 1.12 -2.22
GenerationF50:RegimeFL:StrainHYB -4.08 1.12 -3.66
GenerationF20:RegimeFL:StrainMY -2.64 1.12 -2.37
GenerationF50:RegimeFL:StrainMY -0.48 1.12 -0.43
Random effects:
Groups Name Variance Std.Dev. % of
Variance
replicate (Intercept) 0.00 0.00 0.00
Residual 3.88 1.97 100.00

Table 5.2. Summary of the parameters of the prefeed models on (A) life expectancy, E, (B).

lifetime fecundity, LF, and (C). reproductive lifespanRL (see Table 5.1). Model syntax and AIC

values can be seen in Table 5.1. In all models, Elind CO refer to fluctuating and constant

environments, respectively.
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5.4.4 Age-specific fecundity (m,)

The initial model to analyse the age-specific falityn(my) contained the fixed terms
generation, regime and strain and the corresportdiogind three-way interaction terms;
the previous analysis diF suggested that all these terms significantly &égdecundity
(seeLifetime fecundityanalysis above). | found that fecundity variedwthie age of the
female (M1 vs. MOy?= 1744.71, 8 d.f., P<0.001; Table 5.1D). In generalividuals
produced more offspring per day in the beginninthefr reproductive career (between
age 0 and 4), after which their reproductive outtedlined rapidly (Figure 5.4). The
analysis suggested that the inclusion of a two-iwtgraction term between age and
generation improved the model (M2 vs. Mi= 36.86, 16 d.f., P<0.01; Table 5.1D);
suggesting an increase in early fecundity ovecthese of the experiment. Moreover, the
interaction between age and regime was signifiddBtvs. M2:y°= 1777.07, 8 d.f.,
P<0.001; Table 5.1D), suggesting that after thecsiein experiment, the increase in early
fecundity for worms in the constant environment whage 0 and 2, while for worms in
the fluctuating environment happened at age 2 afithd strains also varied in their age-
specific fecundity (M4 vs. M@gzz 213.97, 16 d.f. , P<0.001; Table 5.1D). For ins&g

MY individuals produced more offspring between 8gend 4 compared to the other two
strains. Moreover, this high fecundity dependethefgeneration and the regime (M5 vs.
M4: = 390.73, 96 d.f., P<0.001; Table 5.1D). For insérthe high age-specific
fecundity in MY worms was mainly significant acragsnerations for worms in the

constant environment.

Regarding the variance components, | found a highspecific variance between
individuals between age 0 and 4 (M6 vs. M5: 8294.90, 44 d.f., P<0.001; Table 5.1D).
The final model to describe the age-specific fedyrmmbntained the fixed effects of age
and strain, their interaction term, generationjmegand strain (all with the two and three-
way interactions), and the random effect represgrhe age-specific variance between
individuals (Model M6 in Table 5.1.D amgppendix ] Figure 5.4).
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5.4.5 Survival (ly)

| found that the survival rate among individualsldeed over the 50 generations (M1 vs.
MO: = 136.86, 2 d.f., P<0.001; Table 5.1E). The analgsiggested that worms in
fluctuating environment showed lower survival rebenpared to worms in a constant
environment (M2 vs. M1y*= 131.66, 1 d.f., P<0.001; Table 5.1E), and aftergelection
experiment, the decline in survival rate was stetefoe worms in the fluctuating regime
(M3 vs. M2: °=181.17, 2 d.f., P<0.001; Table 5.1E). The suivise varied across
strain (M4 vs. M3y?= 7.22, 2 d.f., P<0.05; Table 5.1E); on averagehad higher

survival rte. However, the differences betweensiinival rate across strains were mainly
present at the beginning of the experiment (M3W4. y°= 107.02, 10 d.f., P<0.001; Table
5.1E). Moreover, the analysis suggested that tblealility of dying was not constant
across time (log-likelihood of Exponential mode2261.10), instead, the mortality rate
increased with age (Weibull model =3092.16; Expdiaéms. Weibull: M5 vs. M6y*=
831.05, 1 d.f., P<0.001; Table 5.1E). The prefemediel included the fixed terms of
generation, regime and strain and the two- andttiway interaction between them (M5;
Table 5.1E and Table 5.3; Figure 5.5).

Parameters Value Std. Error z p
(Intercept) 3.15 0.05 65.14 <0.001
GenerationF20 -0.37 0.07 -5.45 <0.001
GenerationF50 -0.51 0.07 -7.51 <0.001
RegimeFL -0.28 0.07 -4.12 <0.001
StrainHYB -0.13 0.07 -1.97 <0.0
StrainMY -0.27 0.07 -4.02 601
GenerationF20:RegimeFL -0.28 0.10 -2.92 <0.01
GenerationF50:RegimeFL -0.61 0.10 -6.33 <0.001
GenerationF20:StrainHYB -0.22 0.10 -2.31 <0.01
GenerationF50:StrainHYB 0.23 0.10 2.36 <0.01
GenerationF20:StrainMY 0.09 0.10 0.95 0.34
GenerationF50:StrainMY 0.39 0.10 4.07 <0.00
RegimeFL:StrainHYB 0.13 0.10 1.38 0.16
RegimeFL:StrainMY 0.26 0.10 2.66 Gl
GenerationF20:RegimeFL:StrainHYB 0.66 0.14 4.85 .080
GenerationF50:RegimeFL:StrainHYB -0.40 0.14 -2.920.0&
GenerationF20:RegimeFL:StrainMY -0.20 0.14 -1.49140
GenerationF50:RegimeFL:StrainMY -0.43 0.14 -3.120.0¢
Log(scale) -1.42 0.04 -40.280.001

Table 5.3. Descriptive statistics of the survival wdel of the evolution of survivorship.
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Figure 5.5. Surivival rate ofC. remanei. The plot represents the proportion of females ale of MY,

HYB and JU at generation 1, 20 and 50 (F1, F20 arfebO0, respectively) and cultured in a constant

(CO) and fluctuating environment (FL).
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5.4.6 Demography

The generation timeTj is shown in Table 5.4. | found thatwas different between
environments and across generations£86.91, P<0.001). Worms in a fluctuating
environment had longer generation time. In addjtiworms from both environments
showed a reduction ifi over the course of the experiment. Although therageT was not
different between strains {F~=2.05, P=0.14), | found significant differencesvioetn

environments and across generations {&7.66, P<0.001).

Constant Fluctuating
Mean SE Mean SE
F1 Ju 2.82 0.09 3.73 0.11
MY 2.38 0.1 3.54 0.07
HYB 2.36 0.09 3.77 0.08
F50 Ju 2.42 0.09 3.37 0.09
MY 2.35 0.03 3.68 0.05
HYB 2.33 0.02 4.36 0.22

Table 5.4. Descriptive statistics of the average geration time (T) between families.

5.5 Discussion

Despite considerable theoretical research, thaugwal of life-history traits in fluctuating
environments has not been extensively investigatéde empirical level (see, Scheiner
and Yampolsky, 1998; Hughes et al., 2007). In shisly, | conducted an experiment to
study the effects of culturing the nemat@laemaneunder two environmental regimes
(constant or predictably-fluctuating temperatufes)a period of 50 generations. |
quantified four important life-history componenlige(expectancy, lifetime fecundity,
reproductive lifespan, and age-specific fecunditythe beginning of the experiment and at
generations 20 and 50, and compared the resuli®éettwo wild-type strains, JU724 and
MY12-G, and a half-diallel cross between them. Mgults show that the fluctuating
environment (changing from 5 to 25 °C every 12 Bpueduced all fithness components
compared with the constant environment - lifespas veduced by up to 30%, lifetime
fecundity by up to 90%, and reproductive lifespgrup to 24%. Therefore, it is clearly
more difficult for the nematodes to perform optimah a fluctuating temperature regime.
In addition, after 50 generations of selectionacleenvironment, life expectancy and
reproductive lifespan were also reduced in compangith the ancestor line in each

environment (between 40 and 60 % each). Howevemverall lifetime fecundity showed
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no such reduction (or improvement) in either of én@ironmental regimes compared to

the starting point before the experiment.

5.5.1 Consequences of living in fluctuating environments on life-history

evolution

In accordance with the theory of life-history euwadn in unfavourable environments
(Murphy, 1968; Roff, 2002), the results from thisdy show that fluctuating environments
reduced the overall female fecundity compared watlviduals in a constant environment.
This is not surprising since it is clear that lomdehigh temperatures are not optimal @r
remanei,or other nematodes (see Chapter 4). However, tkmowledge, there is little
empirical research examining the evolutionary cqnseaces of living in fluctuating
temperatures. In this study, adaptation to a flafitg environment potentially occurred
through changes in the timing of reproduction (megtian time and age-specific fecundity)

and adult survival.

Although early maturation could be beneficial imte of fitness, it is agreed that
delayed maturity can be beneficial if postponedwiinancreases fertility (Wilbur and
Rudolf 2006). In this study, starting the fithessays in the fluctuating environment took
longer compared with the constant treatmeat2 days more), mainly due to the lack of
pregnant females. Delayed developmental time locufating environment could be the
result of low temperatures delaying physiologiagalgesses such as cell division, or the
speed of chemical/enzymatic reactions (HochachkaSamero, 2002). Temperatures
could also affect foraging efficiency through redddocomotion and pharyngeal
movement in nematodes (Dusenbery et al., 1978; iesg and Barr, 1980; Raegan et al.,
2001).

Once maturation was reached, females selectedwoigra fluctuating
environment increased their reproductive efforimytheir early lifetime (between age 2
and 4) compared with worms at the beginning ofetkgeriment in the same environment.
This translates to a change in generation time&@ 8ays at the beginning of the
experiment to 3.38 after the selection experimemt 11.05 % reduction in generation
time. Since high early fecundity has important @uences for fithess (Cole, 1954;
Caswell, 1989, 2001; Roff 1992; Stearns, 1992)othings being equal, F50 worms
would out-compete F1 worms due to the high eauifielity and the resulting faster

population growth rate.
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In addition, females selected for a fluctuatingismvment displayed a significant
reduction in life expectancy compared with wormshatstart of the experiment in the
same environment. Moreover, the survival analysggyested that mortality increased with
age. According to life-history theory, either highvariable adult mortality will tend to
generate evolutionary pressures towards early thtguand shorter reproductive lifespan
(Murphy, 1968). Therefore, evolutionary pressuréghtnhave resulted in changes in
resource allocation, by increasing early femaleaepctive effort and reducing energy

availability for adult maintenance (i.e. cost gbreduction).

The cost of reproduction is a pivotal trade-offiard which life histories are
thought to evolve (Williams, 1966; Stearns, 199@ffR2002; Harshman and Zera, 2006).
The traditional theory suggests that the energylabhla for physiological processes is
limited, thus giving rise to trade-offs such asreat reproduction versus future
reproduction and survival (Stearns, 1992; Roff,200lumerous experimental studies
using Drosophila, for instance, have found suata@detoff (e.g. Rose and Charlesworth,
1981; Rose, 1984; Foley and Luckinbill, 2001). Mower, manipulative experiments
suggest that the trade-off is mediated by resaaitoeation (e.g. Foley and Luckinbill,
2001). For instance, increased early fecundityriosbphila, as a consequence of direct
selection on juvenile feeding rate, results inwdlials that accumulate more lipids but
display reduced life expectancy as adults (Foled/larckinbill, 2001). Thus, the reduction
in adult survival ofC. remanefemales could be the consequence of an increase in

reproductive effort.

5.5.2 Consequences of living in a constant environment on life-history

evolution

For worms in a constant regime, the results suggggttation to rearing condition by
increasing early fecundity. These results are coatance with life-history theory,
suggesting that natural selection will favour “fdge cycles (Wilbur and Rudolf, 2006),
and evolutionary experiments using natural popoitatireared under constant and
favourable laboratory conditions (el@. melanogasterSgro and Partridge 2000, Rego et
al., 2007;D. subobscuraMatos et al., 2000, 2002, Rego et al., 2007).example, Rego
and collaborators (2007) found that wild populasiafiD. subobscurahowed signs of an
increase in early fecundity after being reared uf@eourable laboratory conditions for 43
generations. Moreover, similar results have beendan laboratory populations of the

house mousMus musculusa finding thought to be caused by inadverterdcien that
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favors early maturation in the laboratory (Bronsb®84). Thus, individuals that are less
likely to escape and molikely to produce progeny in the first few genevas of
confinemento laboratory housing are potentially selected i@iét al., 2002).
Furthermore, these populations of mouse were nikely lto undertake inbreeding (Miller
et al., 2002). In the current experiment, the h/ipopulation was expected to be less
likely affected by inbreeding. Moreover, it was egfed that the hybrid would show an
increased potential for change in traits suchfasire fecundity, as a consequence of
higher additive genetic variance compared withgheental populations. However, the
changes in the life-history traits studied hereengmilar across all the strains. One
explanation for the lack response in lifetime feditjmmight be that fecundity is already
maximised under favourable conditions in the latwa

5.5.3 Predictable- vs. unpredictable- fluctuating environments

In theory, predictable environments can selecsiiogle genotypes, giving rise to different
phenotypes (Roff, 2002). Conversely, if the envin@mt is variable but unpredictable (the
environment changes randomly between the time ldpment of the trait and the time
of selection), the population will evolve towardsiagle phenotype that represents the
optimal compromise among environmental states (8ehand Yampolsky, 1998).
Experimental studies usingaphnia pluexhave failed to select for plastic genotypes in
variable but predictable environments (Scheineréapolsky, 1998). Scheiner and
Yampolsky (1998) cultured populations in temporalystant (20 °C), predictable- (i.e.
12 days at 17 °C, 6 days at 20 °C, 12 days at 28 Hays at 20 °C) and unpredictable-
fluctuating temperature (randomly changing eveda@s between 17, 6 and 20 °C). They
found that populations exposed to each environmiéierent in the growth rate in the
amount of plasticity or adaptation to variable eoniments (Scheiner and Yampolsky,
1998). Moreover, neither of the fluctuating enviments showed maintenance of genetic

diversity compared to the constant environment.

In the present study, the temperature was changseg @2 hours in the fluctuating
environment. Under favourable conditio®s,remanes life cycle takes approximately 2.4
days (Diaz et al., in press) while it takes appreately 3.5 days in fluctuating conditions.
Hence, in the fluctuating environment, each worml@édave experienced each extreme
temperature at least three times. Although thesttiam between temperatures was
relatively fast, one temperature might have beererfevourable for reproduction. For
example, bacteria growing in fluctuating environtiseshow greater preference for high
temperatures (Bennett et al., 1992). If there aBsdn the environment that provide
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information about the present and future conditiovescan expect organisms that perceive
such cues to respond rapidly and accurately taemwiental change (Pigliucci, 2001). If
phenotypic plasticity is heritable, then it woulel bnder strong selection (Pigliucci, 2001).
From an evolutionary perspective, it would be intgot to determine whether populations
selected for fluctuating environments are charasdrby having phenotypic plasticity.
Studies usinge. coli suggest that fluctuating environments (either teragre or pH)

select for populations with phenotypic plasticiBe(inett and colleagues, 1992; Hughes et
al., 2007). However, contrary to predictions, hgvyiienotypic plasticity seems to incur
no cost: there are no recorded reductions in fiindsen these populations are tested in a
constant environment, suggesting that the ‘jackllafades’ may still be the ‘master of all’
(Hughes et al., 2007).

5.5.4 Significance of living in a fluctuating environment for nematodes

The results show that thermally-fluctuating corahs affectedC. remanés life-history.

To date, little is known about the ecology of fieeéng nematodes in the wild.
Caenorhabditis species have been previously isbfeden a wide range of habitats around
the world (Sudhaus and Kiontke, 200Z).remanehas been previously collected in
several areas of North America, Europe and Asialt&us, 1974; Baird, 1999; Barriere
and Felix, 2005; Sudhaus and Kiontke, 2007) andntestudies suggest that it might be
restricted to temperate latitudes (Sudhaus andtkép2007). Some research has
suggested that natural populations of Caenorhalatitientially experience a wide range of
environments in the wild (Sudhaus and Kiontke, 208@r exampleC. drosophilaeand

C. sonoraamay regularly encounter temperatures of 31°C, nigher than the average
desert temperature (Kiontke, 1999). However, tleeipe thermal niche of wild

Caenorhabditis has not yet been confirmed.

5.5.5 Conclusion

Results from this experiment show that changingrenments are not optimal f@3.
remanei Moreover, the evolutionary experiment suggessttiere was an evolutionary
pressure for increasing early fecundity and redwackdt survival. In addition, due to the
stressful temperatures and physiological conssambrms potentially delayed maturation

in the fluctuating compared with the constant emvinent.
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6 Fluctuating environmental conditions select for
increased phenotypic plasticity, but with a cost: a

experimental evaluation usingCaenorhabditis remanel
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6.1 Abstract

Environment varies temporally and spatially. Thiskes it very difficult for any
genotype to have a perfect match with any enviroripgs changes in gene frequencies are
likely to lag environmental fluctuations as a résilthe delayed effects of selection. One
solution is phenotypic plasticity, the ability obmgle genotype to produce different
phenotypes in response to different environmentseMphenotypic plasticity is adaptive,
it provides organisms with the potential to respaauldly and effectively to
environmental change. Nevertheless, it potentlyns@ cost. In this study | use the
nematodeCaenorhabditis remaneo study the evolution of phenotypic plasticity in
populations exposed to two environmental regimeagtant vs. predictably fluctuating
temperature). The results of the experiment shamgés in the reaction norm in response
to temperature; at the lowest temperature wornm fdluctuating environment increased
their average fecundity and survival by 332 offsgrand 51%, respectively, relative to
worms maintained in a constant environment, whibenas from a fluctuating environment
at the highest temperature reduced their averagmdity and survival by 11 offspring and
50%, respectively, relative to worms in a conseamtironment. Therefore, phenotypically
plastic worms showed a wider thermal breath atteEwperatures compared to worms
selected for a constant environment. Moreover, bwtsurvival and fecundity of worms
selected to grow in a fluctuating environment digantly declined when moved back to a
constant environment, suggesting that increasedqtyeic plasticity has a fitness cost that

is manifest in more stable environments.



S. Anaid Diaz, 2009 Chapter 6, 130

6.2 Introduction

Species and populations are, to a greater or lessent, affected by external
environmental factors. Fossil record data (David 8haw, 2002) and natural population
studies (Parmesan, 2006) have shown well-obsefffecteof climate on the distribution
and life history of numerous species. However,rdefj by what mechanisms populations
respond to novel environmental conditions — themmiding extinction - is not so
straightforward.

From an evolutionary perspective, natural selediias been an important process
in shaping species’ life histories by favouringastgies that suit local environmental
conditions (e.g. Grant and Grant, 1993). Evolubgmatural selection is expected to be
limited by the genetic diversity present in the plagion (Fisher, 1930). Moreover,
changes in gene frequencies are inevitably congtiddy generation time, leading to a
potential lag between corresponding phenotypic geamand environmental conditions.
(Charlesworth, 1980). Thus, the persistence ofrgarosm exposed to climatic stress or a
novel environment may depend on behavioural andiplogical changes of a single
genotype that can thrive in different environmera#her than evolutionary responses of
the genes (Hoffmann, 1995). Phenotypic plastictyherefore, considered a potential
solution to the challenge of persisting in a chaggnvironment (Schlichting and
Pigliucci, 1998; Davis et al., 2005; Charmantiealet2008; Gienapp et al. 2008).

Recent research has highlighted the significangghehotypic plasticity,
identifying it as an important property which progs the potential for organisms to
respond rapidly and effectively to environmentamge (e.g. Charmantier et al., 2008).
Phenotypic plasticity can be defined as the charestic of a particular genotype to
produce different phenotypes in response to enmmnal conditions (Schlichting and
Pigliucci 1998). It can be quantified using tleaction norm where drait of a genotype is

described as a function of an environmental gradMia et al., 1995).

Examples of phenotypic plasticity are numerous staxa and show a high
diversity across traits, including changes in rhotpgical traits, for example leaf
morphology between aerial and aquatic leaves ddirat jpe.g.Proserpinaca spp.

Bradshaw, 1965), a switch between winged and wasgdg@hid morphs in response to host
plant quality Acyrthosiphon pisunDixon and Agarwala, 1999; Muller et al 2001)dan
life history traits, such as developmental time,dwample nematodes of the
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Caenorhabditis genus have longer lifecycles attemperatures compared with high
temperaturesq. elegansByerly et al., 1976C. remaneisee Chapter 4).

However, not all plastic traits are expected t@abaptive (West-Eberhard 2003).
Demonstrating adaptiveness in phenotypic plastreitpires showing that plastic
individuals can cope with a range of environmemitds than less plastic ones, and that
plasticity is genetically conferred, and can therefoe modified through natural selection
(West-Eberhard, 2003). It is generally acceptedttiere is genetic variation in natural
populations for plastic responses (Pigliucci, 200igwever, our understanding about
evolutionary pressures that select for, or agapiasticity is still limited; it is not clear if
plasticity can be artificially selected, which maasms control it, or whether having
plasticity incurs any costs.

In theory, predictability in the environmental ftuations can select for individuals
that vary their life histories according to envinoental cues (Roff, 2002). The cost of
increased plasticity is likely to be expressecemmis of a decline in fitness in some
environments, potentially due to the production arantenance of genetic and cellular
machinery necessary for it (Scheiner, 1993, De¥{ittl., 1998). For instance, to be able to
detect changes (i.e. cues) in environmental canditiindividuals must allocate energy
during development for producing and maintainingcsfoic sensory machinery. This
allocation will reduce the energy available foresthctivities and fitness traits such as
fecundity (DeWitt et al., 1998). Although the copteare well established, empirical
research examining the costs of phenotypic plagtici animals are accumulating only
slowly (DeWitt et al., 1998; e.g. Scheiner and Bgm, 1998; Scheiner and Yampolsky,
1998). Scheiner and Yampolsky (1998) conductedvatuonary experiment to select for
plasticity by raising populations of species undiffierent environmental regimes
(constant, predictably fluctuating and randomlycfiiating, Scheiner and Yampolsky,
1998) and their results showed that, contrary ¢otétical expectations, populations in

fluctuating environments were less plastic.

In this study, populations of the free-living neo@C. remaneand a selection
experiment were used to test 1) whether environaheatiability selects for plasticity and
2) whether having increased plasticity incurred emst manifest in more constant
environments. Previous research showed that wgd-populations of. remanei
exhibited plasticity in fitness components in resp®to temperature under laboratory
conditions (Chapter 4). Moreover, populations @ titematode have been maintained

under constant and predictably-fluctuating tempeest for 50 generations (Chapter 5).



S. Anaid Diaz, 2009 Chapter 6, 132

The analysis of these populations’ life historye@sponse to the selection regime suggests
adaptation to each environmental regime (Chaptertigrefore, changes in the levels of
phenotypic plasticity might be expected. Wormsaeld to grow in a constant
environment were expected to show reduced plastoinpared with worms cultured in a
fluctuating environment (Experiment 1). To test Wige an increase in the plasticity
incurred a cost, populations between treatments wansposed at generation 51 and their
life-history responses were quantified (Experim@&ntf increased plasticity incurred a
cost, individuals with higher plasticity moved baoka moderate and constant
environment would be expected to show reduceddgmempared with individuals

assayed at the beginning of the experiment.

6.3 Methods

6.3.1 Srains

| used three strains @f. remaneitwo wild-type strains (JU724 and MY12; originally
from China and Germany, respectively) and a halfielicross (HYB). The two wild type
strains correspond to recently isolated populatfoors the field (2005 and 2006 each).
Samples from these populations were obtained flarNiematode Biological Resource
Centre in France and the Animal Ecological Centr&érmany, respectively. The strains
were obtained from samples that were kept frozéseguent to their isolation in the wild
So it is reasonable to assume that these poputdtiave not adapted to laboratory
conditions. The half-diallel cross (HYB) consistdhe progeny of a female JU724 by a
male MY 12-G (referred to henceforth as JU and Mdépectively), and reciprocal crosses
(Chapter 4). Five replicates (out-bred populatidraan each of these three strains have
been previously used in another study to charaetéhie plasticity of their basic life
history at a range of temperatures in the laboyg©hapter 4) and further selected to grow

two environmental regimes (Chapter 5).

6.3.2 Experimental procedures

6.3.2.1 Experiment |: Evolution of plasticity

Five replicates, from each of the strains were useasharacterise the plasticity of life-
history traits of populations in response to aghtemperatures (5, 15, and 25 ° C).
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Lineages from each strain had been previously rmaed under two different
environmental regimes (CO and FL) for 50 generatioWorms recovered from these
stocks were used to assess the changes in phastieit the course of the selection
experiment. Replicates were stored in eppendbddwand maintained at -80 °C prior to
the current study (Chapter 5). This is a stangandedure (Hope 1999) and has been
shown to have no effect on the life-history chagastics ofC. remane{Epstein and
Shakes, 1995). All individuals were maintained @M petri dishes of 50 mm and fed on

a lawn ofEscherichia col{(OP50 strain) using standard protocols (Hope, 1999)

Prior to each assay, a frozen sample from eacitagplat generation 50 (F50) was
thawed at room temperature for a few minutes aad goured into a 50 mm NGM-petri
dish. The following day, it was moved to the assmjtemperature (i.e. 5, 15, and 25 ° C).
Approximately two days later (except for those udiials raised at 5 © C, which required
4 days), five gravid females were randomly selefieah each replicate and transferred
into individual petri dishes. The L4 offspring fraimese females were used to initialize all
life-history assays.

Life-history assaysusing lab protocols previously developed to qusritie vital rates of
C. remaneiDiaz et al., in press), life-history assays wasaducted on replicates
previously frozen at F50. The life-history traitsamtified were life expectancy, lifetime
fecundity, and age-specific fecundity for individeiaultured at each temperature, from
each strain (five individual females per replicdtejn each environmental regime. As
previously shown, matinG. remanefemales with four males maximised their fecundity
(Chapter 3). Therefore, to get an estimate of fditurthat would not be limited by sperm
availability, a virgin female was paired with foumrelated young males for 48 hours. On
alternate days after this, the female was subsélgueansferred into a new petri dish with
four new unrelated young males. Transfers wereimoed until the female stopped laying
eggs. The female was then monitored on alternate tascore the date of death. Age-
specific fecundity was estimated by counting thenber of juvenile larvae present in each
plate. Plates were monitored two days after theaferwas previously transferred to
account for the number of larvae observed. In t@&alfemales from each population (JU7,

MY and HYB), at each temperature, and from eacimregwere assessed.
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Figure 6.1. Diagram to illustrate the experimentaddesign. Replicates were cultured for 50 generatian
in each environment (CO and FL). Fitness assays (gen bars) were carried out at generation 1 and 50
to quantify changes in plasticity of life-history raits in response to temperature. At generation 50,
replicates were subdivided into two populations andransposed between treatments and their life-

history traits characterised at generation F51 (yébw bar).

6.3.2.2 Experiment I1: Transposition

At generation 50, all replicates were transposedden treatments (i.e. between constant
and fluctuating regime) using a fully-crossed degggee Figure 6.1). Since the generation
time between regimes was different (Chapter 5%, tf@insposition did not take place on
exactly the same dates (see Table 6.1). All ref@&cavere transferred into their assigned
environments for one generation, after which fisn@ssays were conducted in these same
environments exactly as described above for thegeb@ration.
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Constant Fluctuating
Start of experiment 04/03 04/03
Frozen sample at Generation 10 04/25 05/18
! Generation 20 05/25 07/06
Generation 30 06/25 08/24
Generation 40 07/24 10/10
! Generation 50 08/30 11/28
Swapping 08/30 11/28
Frozen sample at Generation 51 09/03 12/01

Table 6.1. Calendar of dates for the experiment. Ténselection experiment for both regimes started on
the same day (3th of April 2007). Subsequent samglevere taken approximately every 50 generations.

The translocation between regimes was at differenimes.

Model construction and comparisoltixed-effects models were used to analyse the
average performance of worms of different straivgr generations, between temperatures
and between regimes, together with the patterranémce within generations, within
regimes, within strains, among individuals (with@plicates) and between replicates.

Model syntax used here denotes fixed variables uptter case letters and random
variables with lower case letters. The subscriptdenote different levels of the data were
as follows:o for individual observations (1,2,...,450),for the replicate (1,2...,15n for
the Strain (1,2 and 3 |)for the generation (F1, F50CO and F50Rdpr the temperature
(5, 10 and 15); for the treatment (F1CO, F50CO, F51CO:FL, F1FLQHS and
F51FL:CO) and for the Age (0,2,...,14 days) of tloéh individual (referred in the models

as ind).

In Experiment 1, the syntax of the random effecs the following: the “(1|
replicatemn)” effect is a random variable (intercept) représegnthe deviation from the
population mean of the average life-history traitthenth replicate , within thenth strain,
within thelth generation at thigh temperature (135 levels); and the terms “(skrain
replicatemn)”, “(generation| replicatg.,)” and “(temperature| replicatg,)” denoting the
random variable representing the deviation ofrtiereplicate for each strain, generation
and temperature, respectively. For the age-speifatysis, the “(age| iRghno)” term
denotes the random variable representing the dewiaf the population mean of the age-
specific fecundity for theth individual within thenth replicate, within thenth strain
within thelth generation at thieh temperature (675 levels). Finally, themijis a random
variable representing the deviation of the lifetdng trait for theoth worm of thenth
replicate within themth strain, at théth generation in thkth temperature (Faraway, 2006).
For Experiment Il, similar syntax was used as fepé&timent |, except that treatment (with

subscript) was used rather than generation and temperadueetrs.
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The variance components were presented in terperoéntages of the total
variance attributable to each effect (e.g. perggntd the variance within replicates
Greplicate | [Orepiicate + 0], and the percentage of the error variance issptes similarly).
| assumed that the deviations for each individaatlom effect were normal with mean

zero and constant variand(Q, ¢°) ).

Statistical analysisAll statistical analysis was performed using R 2 Software (R
project for statistical computing: http://www.r-pect.org). Data were analysed by fitting
mixed-effects models using the “Imer” function (‘#di’ package, version: 0.999375-27).
Model comparison was done using Likelihood Ratist$¢LRT) for nested models.

Unless otherwise stated, the results are preségtadnean + standard error (se).

6.4 Results

6.4.1 Evolution of plasticity

6.4.1.1 Lifeexpectancy (LE).

The average number of days lived by a female wasfaiantly different across
temperatures (M1 vs. M@?= 25.32, 2 d.f, P<0.001; Table 6.2A, Figure 6.2teAthe
selection experiment, the average LE declined th begimes (M2 vs. M1z*= 391.36, 2
d.f, P<0.001; Table 6.2A). Moreover, the analysiggested that the plasticity between
regimes was different (M3 vs. M2°=143.40, 4 d.f, <0.001; Table 6.2A). For instarate,
generation 1, the averag€& declined with increasing temperature. Howeveerdfie
selection experiment, worms from a constant reghwmved the highe&tE at 15 deg C;
while worms from a fluctuating regime had simildt across all temperatures. In addition,
the analysis suggested that including a term fairs(M4 vs. M3;%=0.32, 2 d.f, P=0.85;
Table 6.2A), a strain:temperature interaction té@b vs. M3:,°=5.84, 6 d.f., P= 0.44;
Table 6.2A) and a strain:generation term (M6 vs: M37.99, 6 d.f., P= 0.24; Table 6.2A)
did not improve the model. However, the inclusidma three-way interaction term
between temperature, generation and strain (irtiaddb the corresponding main effects)
significantly improved the model (M7 vs. Mg=37.82, 18 d.f, P<0.01; Table 6.2A). This
suggested that after the selection experimenpadgh the three strains showed a similar
pattern in response to temperature, the precisegelseover the selection experiment and

their response to each temperature were relatdifgrent. For instance, MY and HYB
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strain cultured in a fluctuating environment extedirelatively low LE at 25 °C compared
to JU; while at other temperatures, the reversetisas Regarding the variance
components, the analysis suggested that neittbeaaindom effects (strain, generation or
temperature) had a significant effect in the m¢ééC M7 < AIC M8, M9 and M10;

Table 6.2A). The final model contained the fixeteefs of temperature, generation, strain,
and a three-way interaction between them and aorareffect to describe the hierarchical
structure in the data (Model M7, Table 6.3A, Figara).
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Figure 6.2. Life expectancy ofC. remanei in response to temperature. Lines represent the gsticity
replicates of each strain (MY, HYB and JU) culturedunder two environmental regimes (CO and FL)

at to generation (F1 and F50).
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Model Syntax AIC logLik Df
A LE
MO 1+ (1] replicaign) 4185.6 -2089.8 3
M1 Temperaturet (1|replicatgm) 4180.0 -2085.0 5
M2 Temperatuket Generation+ (1] replicatgm) 4045.2 -2015.6 7
M3 Temperaturet Generationt+ Temperature Generation+(1] replicatgmr) 3938.2 -1958.1 11
M4 Temperaturet Generationt+ Temperature Generation+ Strain, + (1] replicatgn) 3941.9 -1957.9 13
M5 Temperaturet Generationt+ Temperature Generation+ Strain, + Temperatuke Strain, + 3944.4 -1955.2 17
(2] replicat@m)
M6 Temperaturet+ Generationt+ Temperature Generation+ Strain, + Generation: Strain + 3942.2 -1954.1 17
(1] replicat@mr)
M7 Temperature, * Generation, * Strain, + (1|replicategmn) 3936.4 -1939.2 29
M8 Temperaturg* Generation* Strain, + (strain| replicatgn) 3946.4 -1939.2 34
M9 Temperaturg* Generation* Strain, + (generation| replicaig,) 3946.4 -1939.2 34
M10 Temperatuge® Generatiop* Strain, + (temperature| replicatg) 3946.4 -1939.2 34
B LF
MO 1+ (1] replicatgnr) 8408.0 -4200.0 4
M1 Temperaturet (1] replicat@nr) 8410.0 -4200.0 5
M2 Temperaturet Generationt (1| replicatgmn) 8453.8 -4223.9 3
M3 Temperaturet Generationt+ TemperatureGeneration+(1| replicat@mr) 8329.9 -4159.9 5
M4 Temperaturet Generationt TemperatureGeneration+ Strain. + (1] replicatgn) 8323.2 -4154.6 7
M5 Temperaturet Generationt+ TemperatureGeneration+ Strain, + TemperatureStrain, + 8273.5 -4125.8 11
(2] replicat@m)
M6 Temperaturet+ Generationt+ TemperatureGeneration+ Strain, + Temperature Strain, + 8247.9 -4111.0 13
Generation Strain. + (1] replicatgnr)
M7 Temperaturg* Generation* Strain, + (1| replicatgn) 8218.1 -4092.1 17
M8 Temperaturet+ Generationt+ TemperatureGeneration+ Strain, + Temperature Strain, + 8214.1 -4086.0 21
Generation Strain. + (strain| replicatgy)
M9 Temperaturet Generatiopt+ TemperatugGeneration+ Strain, + TemperatuieStrain, + 8221.5 -4081.8 29
GenerationStrain, + (generation| replicaig:)
M10 Temperature + Generation + Temperature:Generation, + Strain, + Temperature: 8212.3 -4080.2 26
Strain, + Generation: Strain, + (temperature|replicatemn)
C. my
MO Temperaturet+ Generationt+ TemperatureGeneration+ Strain, + TemperatureStrain, + 63317 -31637 21
GenerationStrain, + (1[inGimno)
M1 Age + Temperaturet Generationt+ TemperatureGeneration+ Strain, + 61187 -30565 29
TemperatureStrain, + GeneratiopStrain, + (1|iNGimno)
M2 Age * Temperaturg+ Temperaturet Generationt TemperaturieGeneration+ Strain, + 59474 -29692 45
TemperatureStrain, + GeneratiopStrain, + (1]inGimno)
M3 Age * Temperaturg+ Age * Generation+ Temperature+ Generation+ 59349 -29614 61
TemperatureGeneration+ Strain, +TemperatureStrain, + GeneratiopStrain, +
(1]indhonm)
M4 Age * Temperature+ Age * Generation+ Age * Strain, + Temperature+ Generationt+ 59251 -29548 77
Temperature Generation+ Strain, + Temperatuie Strain, + GeneratiopStrain, +
(1|ind<lmno)
M5 Age * Temperaturg+ Age * Generation+ Age * Strain, + Age: TemperatureGeneration 58650 -29216 109
+ Temperature Strain, + Generation Strain., + (1]inGimno)
M6 Age * Temperature+ Age * Generation+ Age * Strain, + Age: TemperaturgGeneration 58499 -29109 141
+ Age:Temperature Strain, + Generation Strain, + (1]intimno)
M7 Age * Temperature+ Age * Generation+ Age * Strain, + Age: Temperature Generation 58415 -29034 173
+ Age:Temperature Strain, + Age: Generation Strain, + (1]inGimno)
M8 Age * Temperaturei + Age * Generation, + Age * Strain,, + Age: Temperaturey: 38275 -18920 217

Generation + Ageg: Temperature,: Strain, + Age: Generation: Strainm + (ageindimno)

Table 6.2. AIC and log likelihood (logLik) values br models to describe the plasticity of life histoy after the selection

experiment. Bold letters represent the preferred mdel. Random variables are included within bracketsThe symbol *:”

denotes an interaction and “*” denotes an interacton plus the corresponding main terms.
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Figure 6.3. As figure 2, but showing the lifetiméecundity of females ofC. remanei.

6.4.1.2 Lifefecundity (LF)

The total number of offspring produced by a femalged across temperatures (M1 vs.
MO: y2=9.62, 2 d.f., P<0.001; Table 6.2B). For instafeeundity at 5 and 25 ° C was
lower compared to that observed at 15 ° C (Figusg @fter the selection experiment, the
LF of worms from each regime was different (M2 vs.:\yA= 138.80, 2 d.f., P<0.001,
Table 6.2B); worms growing in a fluctuating regiehibited lower LF at the beginning
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of the experiment compared to worms in a consegitme. Moreover, the effect of the
regime was not the same across temperatures (M32:132= 115.01, 4 d.f., P<0.001,
Table 6.2B). For instance, worms from a fluctugiegime assayed at 15 ° C exhibited
lower LF compared to worms in a constant regime. Howeverms from the fluctuating
regime assayed at either 5 or 25 ° C did not eklohier LF compared to their
counterparts from a constant regime. In additiba,analysis suggested that strains did not
vary in their average LF (M4 vs. Mg2= 0.32, 2 d.f., P=0.85; Table 6.2B), in their
response across temperatures (M5 vs.\4:5.84, 6 d.f., P=0.44; Table 6.2B) or
between generations (M6 vs. M@ = 7.99, 6 d.f., P=0.24; Table 6.2B). However,@si
including a three-way interaction term between terapure, generation and strain (in
addition with their main terms) had a significaffeet in the model (M7 vs. M§;2 =
37.82, 18 d.f., P<0.01; Table 6.2B). Regardingvéigance components, the analysis
suggested a model containing a variance term fdr s@ain (M8 vs. M742= 0.03, 5 d.f.,
P>0.05; Table 6.2B) or for each generation (MAWg: y2= 1.16e-06, 5 d.f., P>0.05;
Table 6.2B) was not preferred. However, a modelalig for a variance term for each
temperature showed a significant improvement (M4OW7:y2 = 33.36, 9 d.f., P<0.001;
Table 6.2B); the variance at 15 ° C was larger canexgb to the variance at extreme
temperatures. Thus the final model included thediterms of temperature, generation,
strain, the temperature-generation interactiomajrsttemperature-strain interaction, and
generation-strain interaction, and a random etiedescribe the variance for each
temperature (Model M10, Table 6.3B, Figure 6.3).

Model Parameter Estimate Std. Error  tvalue
A. M7 LE
Fixed effects:

(Intercept) 22.24 0.86 95
Temperaturel5 -0.96 1.21 -0.79
Temperature25 -9.28 1.21 -7.67
GenerationF50_C -16.80 1.21 -13.88
GenerationF50_F -14.00 1.21 -11.5
StrainHYB -3.24 121 -2.68
StrainMY -0.12 1.2 -0.10
Temperaturel5:GenerationF50_CO 8.32 1.71 4.86
Temperature25:GenerationF50_CO 14.48 1.71 8.46
Temperaturel5:GenerationF50_FL 0.96 1.71 0.56
Temperature25:GenerationF50_FL 8.40 1.71 491
Temperaturel5:StrainHYB 0.56 71. 0.33
Temperature25:StrainHYB 6.28 1.7 3.67
Temperaturel5:StrainMY -4.72 71. -2.76
Temperature25:StrainMY 1.24 1.7 0.72
GenerationF50_CO:StrainHYB 4.44 1.71 259
GenerationF50_FL:StrainHYB 2.80 1.71 1.64
GenerationF50_CO:StrainMY 0.92 1.71 0.54
GenerationF50_FL:StrainMY 1.20 n.7 0.70
Temperaturel5:GenerationF50_CO:StrainHYB -0.08 422 -0.03
Temperature25:GenerationF50_CO:StrainHYB -7.52 422 -3.11
Temperaturel5:GenerationF50_FL:StrainHYB -0.36 422 -0.15

Temperature25:GenerationF50 FL:StrainHYB -6.80 422 -2.81
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Temperaturel5:GenerationF50_CO:StrainMY 5.60 224 231
Temperature25:GenerationF50_CO:StrainMY -2.20 422. -0.91
Temperaturel5:GenerationF50_FL:StrainMY 4.68 224 1.93
Temperature25:GenerationF50_FL:StrainMY -2.64 422. -1.09

Random effects:

Groups Name Variance Std.Dev.
replicate (Intercept) 0.000 0.0000 0
Residual 18.318 4.2799 100
B.M10 LF

Fixed effects:
(Intercept) 46.83 16.31 2.87
Temperaturel5 260.87 32.63 8.00
Temperature25 136.59 19.78 6.91
GenerationF50_C -22.97 21.12 -1.09
GenerationF50_F 10.99 21.12 0.52
StrainHYB -37.07 21.12 -1.76
StrainMY 4.53 21.12 0.22
Temperaturel5:GenerationF50_CO 16.61 35.75 0.47
Temperature25:GenerationF50_CO -92.33 21.67 6-4.2
Temperaturel5:GenerationF50 FL -245.05 35.75 6-6.8
Temperature25:GenerationF50_FL -125.39 21.67 9-5.7
Temperaturel5:StrainHYB 111.57 35.75 3.12
Temperature25:StrainHYB -4.40 21.67 -0.20
Temperaturel5:StrainMY 169.47 35.75 4.74
Temperature25:StrainMY 9.76 21.67 0.45
GenerationF50_C:StrainHYB 33.73 25.16 1.34
GenerationF50_F:StrainHYB 99.53 25.16 3.96
GenerationF50_C:StrainMY -1.25 25.16 -0.05
GenerationF50_F:StrainMY 47.47 25.16 1.89

Random effects:

Groups Name Variance Std.Dev.
replicate temperature5 0.00 0.00 0.00
temperaturel5 6060.20 77.85 40.77
temperature25 0.00 0.00 0.00

Residual 8804.90 93.83 59.23

Table 6.3. Summary of models describing changes jtasticity of A) life expectancy and B) lifetime

fecundity after the selection experiment. Model syiax and AIC values can be seen in Table 6.2.

6.4.1.3 Age-specific fecundity (my)

The number of offspring produced by a female dediaver time (M1 vs. MQy2 =
2145.30, 8 d.f., P<0.001; Table 6.2C). Females weree fecund between age 0 and 6
days, with a rapid decline thereafter (Figure 6T4e analysis suggested a significant
interaction between age and temperature (M2 vs.®% 1745.20, 16 d.f., P<0.001;
Table 6.2C), suggesting that extreme temperatwwedsed early fecundity. Moreover, 5
°C was more detrimental compared to 25 °C. Sintddhe lifetime fecundity analysis,
worms selected for a fluctuating environment digethlower age-specific fecundity
compared to worms in the constant environment (BIM2:y2 = 157.23, 16 d.f.,
P<0.001; Table 6.2C), and MY produced relativelyrenaffspring at age 0 and 2 (M4: vs.
M3: 2 = 130.40, 16 d.f., P<0.001; Table 6.2C). In additl found that the inclusion of a
three-way interaction between age, temperaturgegiche further improved the model
(M5 vs. M4:y2 = 664.74, 32 d.f., P<0.001; Table 6.2C); sugggdtiat despite worms
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from the fluctuating environment having lower agedfic fecundity at 15 °C compared
to worms selected in a constant environment, wdram the fluctuating environment
exhibited higher fecundity at age 0 and 2 at ex¢éré@mperatures than their counterparts
from the constant environment (Figure 6.4). Furtaalysis suggested a significant
interaction of strain and both: the age-temperatuteraction (M6 vs. M52 = 214.41, 32
d.f., P<0.001; Table 6.2C) and the age-regime agteon (M7 vs. M6)2 = 148.76, 32 d.f.,
P<0.001; Table 6.2C). These findings suggestedviivaexhibited higher early fecundity
mainly at 15 °C. However, the differences betwdeairss were small at extreme
temperatures. Moreover, MY worms at the beginnifipe experiment and selected for
the constant environment had higher early fecurmbtypared to their counterparts.
However, these differences were not large in thetdlating environment. Finally,
regarding the variance component, | found a highsggecific variance between
individuals (M8 vs. M7y2 = 20228.00, 44 d.f., P<0.001; Table 6.2C). Thavben-
individual variance was large during their earfg ljbetween age 0 and 4), later the
variance between individuals decreases rapidly.praterred model included the fixed
terms of age, temperature, regime, strain, ancanay interaction term between age and
temperature, regime and strain, in addition witleé¢hthree-way interactions: age-
temperature-regime, and age-temperature-straimgedegime-strain, and a random effect
describing the age-specific variance (Model M8 €a&hPC and\ppendix |} Figure 6.4).
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Figure 6.4. Age-specific fecundityrf,) of females ofC. remanei in relation to temperature (5, 15 and 25 °C). ASHs represented at generation F1 and at F50 in ea@mnvironment

(CO and FL). Strains (MY, HYB and JU) are represened by rows and the treatments as columns.
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6.4.2 Cost of plasticity

| was interested in describing whether populatigast history (selection in a constant or a
fluctuating regime) affected population responsthetranslocation. For the control
groups (constant to constant and fluctuating totélating), | did not detect changed.ib

or LF between generation F50 and F51 (5= 0.29, P=0.88);. Therefore, for all traits, the
analysis was restricted to the transposition betvirEatments (i.e. constant to fluctuating

and fluctuating to constant).

6.4.2.1 Lifeexpectancy (LE)

In both regimes, individuals showed changes inddpectancy after the translocation
(Figure 6.5). However, the response to the traasioe varied between regimes (M1 vs.
MO: »* = 240.51, 5 d.f., P<0.001; Table 6.4A); worms mbfrem a constant to a
fluctuating environment showed a significant deglinLE, while worms moved from a
fluctuating to a constant environment showed aix&ancrease ilE. Moreover, although
the averagé&E was similar across strains (M2 vs. Mi= 0.41, 2 d.f., P=0.81; Table
6.4A), the relative response to the translocatias different between strains (M3 vs. M1.:
> =36.82, 12 d.f., P<0.001; Table 6.4A). For ins@rHYB worms selected to grow in a
constant environment, and transposed to a fluctga&invironment had the largest
reduction in the number of days lived compared&dther strains; while MY worms
selected to grow in a fluctuating environment HasllowesiLE after the translocation
from a fluctuating to a constant environment. Rduey the variance components,
including a random term to describe the replicaieance between treatments (M4 vs. M3:
¥*=4.92, 20 d.f., P>0.5; Table 6.4A), or strains (M5 M3:y*= 5.82, 35 d.f., P>0.5; Table
6.4A) did not significantly improve the model. Thtse final model included the
following fixed terms: treatment, strain and theemaction between them; and a random
term to describe the hierarchical structure ofdata (M3, Table 6.5A, Figure 6.5).
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Model  Syntax AIC logLik Df
A. LE
MO 1 + (1] replicatgy) 2582.6 -1288.3 3
M1 Treatment+ (1|replicatg,,) 2352.1 -1168.1 8
M2 Treatment+ Strain, + (1] replicatg,) 2355.7 -1167.8 10
M3 Treatment; * Strain, + (1|replicatejm,) 2339.3 -1149.7 20
M4 Treatment* Strain, + (treatment| replicatg) 2376.9 -1148.5 40
M5 Treatment* Strain, + (strain| replicatg,) 2349.3 -1149.7 25
B. LF
MO 1 + (1] replicatgy) 5677.3 -2835.6 3
M1 Treatment+ (1] replicatg,) 5532.2 -2758.1 8
M2 Treatment+ Strain, + (1| replicatg,) 5510.7 -2745.4 10
M3 Treatment* Strain, + (1| replicatg) 5493.5 -2726.7 20
M4 Treatment; * Strain, + (treatment | replicatg,,) 5492.2 -2706.1 40
M5 Treatment* Strain, + (strain | replicatg,) 5494.0 -2722.0 25
C. m
M1 Treatment+ Strain, + (1 | iNGhno) 42750 -21365 10
M2 Ageg + Treatment+ Strain, + (1 | iNGyno) 41333 -20648 18
M3 Ageg * Treatment+ Strain, + (1 | iNGhno) 39365 -19625 58
M4 Age * Treatment+ Strain, + Age: Strain, + (1 | inghno) 39189 -19520 74
M5 Age * Treatment* Strain, + (1 | inGhno) 38877 -19274 164
M6 Age * Treatment; * Strain, + (age [indimno) 28003 -13793 208

Table 6.4. As in Table 6.2, but describing the modeafter the translocation.
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Figure 6.5. Life expectancy ofC. remanei cultured under two environmental regimes (CO and E) and
after the translocation. Lines represent the plastiity of replicates of each strain (MY, HYB and JU)at
three generation (F1, F50 and F51).
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6.4.2.2 Lifetimefecundity (LF)

Populations’ history affected the response to toaagion (M1 vs. M0y? = 155.10, 5 d.f.,
P<0.001; Table 6.4B). Worms from the fluctuatiegime showed an increase in
fecundity after being moved to a constant enviromme&hile worms from a constant
regime exhibited a reduction in a fluctuating eamment (Figure 6). In addition, and in
agreement with previous analysis (see Plasticit{i@®), the averageF was different
between strains (M2 vs. M¥* = 25.42, 2 d.f., P<0.001; Table 6.4B) as was tiesiponse
to the translocation (M3 vs. M2? = 37.27, 10 d.f., P<0.001; Table 6.4B). For ins&n
only MY worms in a constant regime showed a retaincrease in fecundity after the
selection experiment (Figure 6.6). All the strams constant regime showed a reduction
in fecundity after the translocation, though JU mwsmproduced lower number of offspring
compared to the other strains; and although alrgtrcultured in a fluctuating regime
showed an increase in fecundity after the transilmcdo a constant environment, worms
from MY produced more offspring compared to thesottains (Figure 6.6). Regarding
the variance components, the analysis suggestethtihading a variance term to represent
the varying replicate deviations from the mean leetwtreatments had a significant effect
in the model (M4 vs. M37°= 41.23, 20 d.f., P<0.01; Table 6.4B). For instarice
deviation from the population mean was larger imm&coming from a constant regime
compared to worms from a fluctuating regime (Ta&b®A). The final model contained a
fixed effect for treatment, strain, and a stramperature interaction term; and a random
effect to describe the deviance for each treatrfieatile 6.5A, Figure 6.6).

Model Parameter Estimate Std. Error t value
A. LE
Fixed effects:
(Intercept) 21.28 0.62 34.17
TreatmentCO:F50 -8.48 0.88 -9.63
TreatmentCO:F51 -17.20 0.88 -19.53
TreatmentFL:F1 -4.32 0.88 -4.91
TreatmentFL:F50 -14.56 0.88 -16.53
TreatmentFL:F51 -12.48 0.88 -14.17
StrainHYB -2.68 0.88 -3.04
StrainMY -4.84 0.88 -5.50
TreatmentCO:F50:StrainHYB 4.36 1.25 3.50
TreatmentCO:F51:StrainHYB 2.60 1.25 2.09
TreatmentFL:F1:StrainHYB 3.56 1.25 2.86
TreatmentFL:F50:StrainHYB 2.44 1.25 1.96
TreatmentFL:F51:StrainHYB 2.68 1.25 2.15
TreatmentCO:F50:StrainMY 6.52 1.25 5.23
TreatmentCO:F51:StrainMY 5.24 1.25 4.21
TreatmentFL:F1:StrainMY 6.04 1.25 4.85
TreatmentFL:F50:StrainMY 5.32 1.25 4.27
TreatmentFL:F51:StrainMY 4,52 1.25 3.63
Random effects:
Groups Name Variance Std.Dev.

replicate (Intercept) 0.00 0.00 0.00
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Residual 9.70 3.11 100.00
B. LF
Fixed effects: Estimate Std. Error ale
(Intercept) 311.32 41.08 7.58
TreatmentCO:F50 -48.44 53.59 -0.90
TreatmentCO:F51 -304.56 45.22 -6.74
TreatmentFL:F1 -284.52 45.22 -6.29
TreatmentFL:F50 -266.88 45.22 -5.90
TreatmentFL:F51 -203.96 45.22 -4.51
StrainHYB 46.32 58.10 0.80
StrainMY 191.32 58.10 3.29
TreatmentCO:F50:StrainHYB 147.48 75.78 1.95
TreatmentCO:F51:StrainHYB 2.52 63.95 0.04
TreatmentFL:F1:StrainHYB -36.96 63.95 -0.58
TreatmentFL:F50:StrainHYB -58.64 63.95 -0.92
TreatmentFL:F51:StrainHYB -41.00 63.95 -0.64
TreatmentCO:F50:StrainMY 11.24 75.78 0.15
TreatmentCO:F51:StrainMY -166.84 63.95 -2.61
TreatmentFL:F1:StrainMY -146.48 63.95 -2.29
TreatmentFL:F50:StrainMY -171.32 63.95 -2.68
TreatmentFL:F51:StrainMY -135.88 63.95 -2.13
Random effects
Groups Name Variance Std.Dev.
replicate treatmentCO:F1 6650.40 81.55 33.73
treatmentCO:F50 4133.50 64.29 20.96
treatmentCO:F51 0.00 0.00 0.00
treatmentFL:F1 0.00 0.00 0.00
treatmentFL:F50 0.00 0.00 0.00
treatmentFL:F51 0.00 0.00 0.00
Residual 8934.20 94.52 45.31

Table 6.5. . Summary of models describing the effeof the translocation on A) life expectancy and B)

lifetime fecundity. Model syntax and AIC values carbe seen in Table 6.4.
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Figure 6.6. As figure 4, but showing the lifetiméecundity of C. remanei.
6.4.2.3 Age-specific fecundity (my)

The starting model was the most parsimonious maestribing lifetime fecundity (Table
6.4C). Similar to the previous results of the ptaist of m,, females are mainly fecund at
early ages (M2 vs. M3/= 1433.0, 8 d.f., P<0.001; Table 6.4C; Figure He Thclusion of
an interaction between age and treatment imprdvedipdel (M3 vs. M2y*= 2047.9, 40
d.f., P<0.001; Table 6.4C), thus suggesting thattiinsposition had a significant effect on
female age-specific fecundity. For instance, woselected for a constant environment
increase their early fecundity from generation &E%0, but when these worms were

moved to a fluctuating environment their early fedity was significantly reduced,
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moreover, it was lower than the age-specific feaynd a fluctuating environment at the
beginning of the experiment (Figure 6.7). Conversebrms selected for a fluctuating
environment, increased their early fecundity betwgeneration F1 and F50, moreover,
when moved to a constant environment, their fedymaas higher than in a fluctuating
environment, but still lower compared to worms icoastant environment (either at
generation F1 and F50). A further addition of thiiaction term between age and strain
improved the model (M4 vs. M3’= 208.08, 16 d.f., P<0.001; Table 6.4C). This satme
that MY exhibited a higher age-specific fecunditynpared to the other strains. The
inclusion of a three-way interaction between agggtiment and strain further improved the
model (M5 vs. M4y?= 492.17, 90 d.f., P<0.001; Table 6.4C), suggestiagincreased
MY productivity during the early life of a femaleas most significant at the beginning of

the experiment in the constant environment.

Regarding the variance components, the inclusidghefandom term to describe
the age-specific variance between individuals ted significant improvement in the
model (M6 vs. M5y°= 10962, 44 d.f., P<0.001; Table 6.4C) suggestighdr individual
variation at age 0, 2, and 4. Thus, the final medeakained the terms of age, strain,
treatment, the three-way interaction between trerd,an age-specific random term
representing the between-individual variation (Mddé in Table 6.4C andppendix 11|
Figure 6.7).
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Figure 6.7. Age-specific fecundityrfy) of females ofC. remanei before and after the transposition experiment.m, is represented at generation F1 and F50 in each
environment (CO and FL) and after the transposition(F51) into the opposite environment (e.g. F51CO o@sponds to worms from a constant environment mow

to a fluctuating environment). Strains (MY, HYB and JU) are represented by rows and the treatments aolumns
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6.5 Discussion

Despite numerous studies describing the effecemeironmental conditions on
species and populations’ life history, our underdilag of the mechanisms enabling
adaptations to changeable environments is incompBtheiner and Yampolsky, 1998;
Roff, 2002). Phenotypic plasticity is clearly anpontant attribute in tracking
environmental change (Via et al., 1995; Pigliu2€i00). However, there is little empirical
evidence describing 1) the extent to which flughgaenvironments result in selection for
plasticity and 2) whether increasing plasticity @smvith associated costs in the absence
of environmental fluctuation. In this study, | addsed the first issue by examining the
level of plasticity of populations &. remanefollowing selection in constant and
predictably-fluctuating environment for 50 genesast. | found that worms cultured in a
fluctuating environment showed an increase in ptygmo plasticity (measured as thermal
tolerance) across temperatures compared with weehested for a constant environment.
For instance, at extreme temperatures such astB@@cundity of JU worms selected for
the fluctuating environment was 243% greater thafécundity of worms at the
beginning of the experiment at the same tempera@iopversely, the fecundity of JU
worms selected for the constant environment was [24%than the fecundity at the
beginning of the experiment at 5 °C. For survivél,worms from a fluctuating
environment showed an increase of 49% in life etgraxy at 5 °C, while worms from the
constant environment displayed a decrease of 76#paced to worms before the selection
experiment. Although the relative increase/decredsach fitness component was
different across strains, the pattern was similaenmassayed under laboratory conditions.
These results suggest that predictably-fluctuatngperatures selected for plasticity. In
addition, despite the increased thermal toleranoesa temperatures, when worms selected
for higher levels of plasticity were moved backatoonstant environment, they showed a
significant decline in fithess components compdcettheir counterparts at the beginning of
the experiment in a constant environment; JU, MY EIY exhibited a 66, 68 and 68%
decline in lifetime fecundity; while the life expgaacy reduction was 68, 61 and 63%,
respectively. Thus, it is possible that the enaltpcated for the production and
maintenance of the genetic and physiological masfkifor increased plasticity could have
resulted in a reduction of energy for other phymiatal processes such as survival and
reproduction. Therefore, suggesting that incregdasticity does incur a fithess cost when

living in a constant intermediate environment.
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Theoretically, frequent fluctuation in environmenturring within the lifetime of
individuals might be expected to select for plastiRoff, 2002). If there are cues that
give information on the state of the present atdréuenvironment, we could expect that
genotypes will evolve means of using such cuet@ldp or display the optimal trait or
behaviour (Roff, 2002). In the current study, terapgre was changing every 12 hours and
individuals were therefore experiencing each 52HA0C temperature at least three times
over the course of their lifetime. This predictabte/ironment potentially acted to select
for plastic mechanism (including physiological drehavioural changes) and resulted in a
change of the reaction norms. Previous studiesuti-oellular organisms have not shown
a change in reaction norms as a consequence oinged exposure to fluctuating
conditions. For instance, Scheiner and Yampol&R@8) found that populations of
Daphnia increased their population growth raterdffe(parthenogenetic) generations in
predictably-fluctuating temperatures. However, dege adaptation to fluctuating
environments, populations did not show significatmnges in their reaction norms
compared to populations maintained in a constanpégature (Scheiner and Yampolsky,
1998).

The evolution of the reaction norms has been doatedeunder laboratory
conditions (Scheiner and Berrigan, 1998; Bucklihgle 2007; Hughes et al., 2007).
Previous research has documented the evolutidmeafiaction norm mainly in unicellular
organism as a consequence of manipulating the ggomiedia quality, e.g. absence of
particular enzymes (Buckling et al., 2006), or argle in its pH (Hughes et al., 2007). For
instance, a recent study cultured populations.afoli under predictable and randomly
fluctuating pH conditions (Hughes et al., 2007)nfar to the results in the current study,
they found that both populations were characterigedn increase in tolerance to variable
pH environments (Hughes et al., 2007). Howevertraoyn to the findings of the current
study, none of the populations showed any appawsif therefore suggesting that
populations became both “the jack and the mastarasfy trades” (Hughes et al., 2007).

Increased plasticity is expected to incur a cosheoretical grounds (DeWitt et al.,
1998). However, studies more commonly report a tfatost (Scheiner and Berrigan,
1998; Buckling et al 2006) which may reflect oumilied ability to determine which traits
contribute to fitness and/or in what environmenésticity is costly, rather than a real lack
of such cost (e.g. DeWitt et al. 1998; Steingaal£t2003; Pigliucci, 2005). For several
organisms, the tolerance to stressful temperatsigsked to an increase in heat-shock
proteins and changes in the membrane phospholipater and Hofmann, 1999;
Hoffmann et al., 2003; Rea et al., 2005; Murraglet2007). It has been suggested that an
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increase in number, and possible expression andatean, of heat-shock proteins has
potential cost (Krebs and Feder, 1997). Plasticitgasured by increased thermal
tolerance) inC. remaneicould be linked to a similar physiological meclsams with

similar associated costs.

In plants, the cost of plasticity has been recettigumented (Bell and Galloway
2008). Plastic populations of an annual pl&ranium carolinianur)) which have
previously experienced low levels of light, areteeat avoiding shaded areas by internode
elongation than plants that come from areas wighdi levels of light (Bell and Galloway,
2008). However, increased internode elongationtglmbmes at a cost as it is negatively
related to the number of fruits produced (Bell &alloway, 2008). The demonstrable cost
of plasticity, therefore, is likely to vary dependiof populations’ life history and previous
environmental conditions. For @manej although the actual mechanism involved in the
increased levels of plasticity (i.e. toleranceyim&nown, it the results suggest that

populations adapted to the fluctuating environnaert this adaptation incurred a cost.

6.5.1 Conclusions

Understanding developmental and physiological meishas of the plastic response are
important to understanding the evolution of plastidn this study the levels of plasticity
in C. remaneiwere linked to populations’ previous environmethigtory, demonstrating
that fluctuating environments can select for higWels of plasticity compared to constant
environments. Moreover, increased levels of plagte@an have a fithess cost if the
environment is not fluctuating. Further researobusth focus on the mechanisms
underlying the increased plasticity@ remanei Although the increased plasticity
resulting from selection suggests that there akeast some genes linked with plasticity,

we know little about those genes.



155

7 General Discussion
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Biotic and abiotic factors can produce numerouparses in organisms’ behaviour and
physiology. Exposure to low temperatures in huméoranstance, can trigger behavioural
changes such as seeking extra clothing or shediguced motility and physiological
changes such as reduction in sweat produced, gase in transferred blood from the skin
towards the core body. Similarly, invertebrateshsas nematodes exposed to low
temperatures can change their behaviour and mitgrdkeir preferred temperature
(Hedgecock and Russell, 1975) and have physiolbgmanges which lead to an increase
in body fat (Murray et al., 2007). Conversely, whith humans and nematodes are
exposed to warmer conditions, they can produce sifgpand reversible changes in their
behaviour and physiology. Although the mechaniseta/ben species can differ
considerably, environmentally-dependent traitsuamigersally present across nature.

The development and increased availability of maiactechniques to study the
mechanisms behind organisms’ responses has smmtiffjancreased over the second half
of the 20" century (Pigliucci 2003). One of the most remat&dimdings in this era of
genomes, molecular markers, and microsatellitdsaisorganisms’ phenotypes are not just
a fixed product of their genes, but are also cartist@hanging and following the natural
world. This result has led to a rapid developméntieas about phenotypic plasticity. At
least three ideas are generally agreed among igna&iic community: plastic strategies are
ubiquitous across taxa, numerous phenotypic thawe a genetic basis, and various plastic
traits are to some extent adaptive. These topies haen extensively covered — both
theoretically and empirically — in recent bookslaaviews (West-Eberhard 2003,

DeWitt and Scheiner, 2004). One question has beguéntly identified as the most
controversial and puzzling: what limits the evadatiof adaptive plasticity (Callahan et al.
2008). In this work, | developed a laboratory expent to approach this question. For this
general discussion, | briefly describe the scopglasticity before outlining my main
results in relation to the current understandingualadaptive phenotypic plasticity and

discussing areas for future research.

The concept of phenotypic plasticity embraces thdysof environmentally
dependent traits of a genotype. Phenotypic plégitein be studied from at least three
perspectives: describing the distribution of trégtgy. body size, protein expression,
paternal care, number of offspring, etc.) of induals in response to an environmental
gradient, understanding the mechanism (e.qg. itetgebasis) responsible for observed
phenotypic plasticity across individuals, and ustirding what evolutionary forces have
caused the differential degree of plasticity acindsvziduals. While the first two angles
have received considerable theoretical and empattention, there are few studies
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illustrating the adaptive evolution of phenotyplagiicity, and the consequences and
constraints of having different degrees of plastici

Adaptive phenotypic plasticity is considered aslatson to a fluctuating
environment. For the last 16 years or so, therédbbaa an increasing interest in the study
of adaptive phenotypic plasticity. Figure 7.1 shdlesresults after searching for articles
displaying “Adaptive phenotypic plasticity” in tAatle and in the Abstract. Although the
results can reflect the increase in usage of theaq@t due to an agreement in semantics
across different areas of research, it also indgctie increasing idea of a genotype that
performs optimally, compared to others, acrossgegaf natural environmental

conditions.
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Figure 7.1. Number of papers published from 19000t2009 on Adaptive phenotypic plasticity
(included in the title, abstract or keywords). Dataare from a search using Citation Reports optionsfo
the Institute for Scientific Information Science Ctation Index. Note that the first year in the x axs is

1993 because no citations were found previous toahdate. Sum of the times cited: 1,109.

Adaptive traits may involve increased biomass alfion in plants under favourable
temperature conditions compared to low temperati@gsArabidopsis thalianaAtkin et

al., 2006), shade avoidance of plants under loht kgpnditions compared to high light
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conditions (e.gGeranium carolinianumBell and Galloway, 2008), production of fewer
and larger offspring by fish in low predation emmviments compared to high predation
environments (e.d?oecilia reticulata Reznick and Cardenas, 1996; Bashey, 2006),
construction of nests on higher grounds by birgseerncing higher predation risk
compared to ground nesting birds (&/grmivora celataPeluc et al., 2008), increased
male mate choice in rams due to high levels of fempeomiscuity (Soay sheep, Preston et
al., 2005), production of heat shock proteins tyease thermal tolerance in response to
high temperature (e.tndaria pinnatifida Henkel and Hofmann, 2008), and arrested
growth in free-living nematodes under unfavouradsigironmental conditions compared to
favourable conditions (e.G.aenorhabditis elegan¥iney et al., 2003) among others.
Ultimately, these responsive traits are expectaddeease individuals’ performance (i.e.
fithess components) across environments comparnedd@lastic individuals (DeWitt and
Scheiner, 2004).

Although the theoretical framework behind the cqiad# adaptive phenotypic
plasticity, like the adaptive evolution of any atheit, is well established, we understand
little about the evolution of plasticity. For inatze, to what extent an increase in
environmental variability selects for plasticitjydawhether having phenotypic plasticity
can be costly when the environment is less varidblthis study, | approached these
guestions using a free-living nematode as a mquiadies and selection experiments to
manipulate the level of response between populstiBpecific conclusions from each part
of my work are discussed in the relevant sectibirst, | briefly describe my results in
relation to the current understanding about adagihenotypic plasticity and then discuss

areas for future research.
7.1 Phenotypic plasticity

Part of my work focused on describing how individuaom natural populations
responded to biotic and abiotic factors under latmyy conditions (Chapter 3 and 4). This
involved quantifying the distribution of severdkhhistory traits. | found that femate.
remaneis performance (measured as fecundity rate) inaheratory changed in response
to two factors: the number of males and temperakemales displayed an optimal
performance when paired witla. 7 males and when growingat 17 °C (Chapter 3 and
4, respectively). An increase or decrease in battofs would result in a reduction in

female performance.
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Individual's performance is expected to be the ltesfthaving a particular phenotype as a
consequence of its genotype and the environmarftakénce (see Chapter 1Figure 1D).
Thus, | had a good estimator of the plasticity. ioferance or response) of natural

populations ofC. remaneto laboratory conditions.

The results from Chapters 3 and 4 are in agreemigmthe general view that all
biological processes are to some extent enviroratigrtependent (DeWitt and Scheiner,
2004). A next rational step forward would be tontifiy what behavioural, morphological,
physiological and molecular mechanisms lie behimedvariation in performance @f.

remaneifemales in response to biotic or abiotic factors.

Within the realm of sexual selection, theory pré&slibat sexual conflict is partially
responsible of the antagonistic coevolution of nzald female traits (Chapman, 2006;
Chapter 3). A reduction in female mortality rateilcbbe caused by adaptive male traits
that increase their reproduction (Chapman, 20G6)vell as a consequence of the ability of
females in displaying traits, such as male avoidat@counteract males (e@. elegans
Kleemann & Basolo, 2007). From a sexual confliaspective, it would be interesting to
know what mechanisms are responsible for the Ioirateility (i.e. low plasticity) ofC.
remaneifemales to increase their reproduction in thegmes of high and low number of

males.

Regarding temperature, one example of increaseti@ty can be the tolerance to
stressful temperatures of invertebrates linkechtmarease in expression of heat-shock
proteins and changes in the number of fatty acidee@ membrane (Murray et al., 2007;
Rea et al., 2005; Hoffmann et al., 2003; Federtdoitnann, 1999). Thus, the observed
variance in performance between isolate€ ofemane(JU and MY12-G) could be the
consequence of differential levels of plasticityg(dolerance to stressful conditions) due to
local adaptations (Chapter 5). Indeed, a recedlystnC. eleganshowed that there are
differences in both the levels of phenotypic plastiand genotype—environment
interactions (GEI) among isolates (e.g. Guttelingle 2007). This study is one of the few
empirical studies showing the existence of locpldiging environmentally based allelic
sensitivity (theory reviewed in Via et al., 199Quantitative trait loci (QTL) mapping is a
powerful tool for studying the genetic mechanisnplasticity and GEI (Ungerer et al.
2003). Studying the genetic sensitivity am@gemanepopulations, therefore, should

incorporate QTL mapping in the future.
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7.2 Significance of phenotypic plasticity

The observed plasticity of natural population€ofemaneicultured in the lab (Chapter
4), was however not necessarily adaptive. Befagestart of my workC. remanei
populations were presumably adapted to their lengironmental conditions. However, |
was interested in comparing individuals with higid dow levels of plasticity. Thus, |
conducted a selection experiment to manipulatéetheds of plasticity among populations

of C. remanei.

From Chapter 4, it was evident that low and highgderatures in the laboratory
were restrictive for many individuals from natupalpulations ofC. remaneiThus, in the
selection experiment | cultured populationgofremanein a fluctuating temperature
(predictably changing from low to high temperaturedt might select for a high plasticity
and at a constant temperature that might seledb¥egr plasticity (Chapter 5).

In both regimes | found a response to selectionifestroy increased early
fecundity (Chapter 5). Adaptation was mediatedHiftiag reproductive schedules
towards early life since there was no benefit ilmgag reproduction. Interestingly, |
found that after 50 generations of selection iluetfiating environment, female lifespan
was reduced by nearly 50%. This suggests thataseckearly fecundity reduced resources
available for other biological process, for instagefenses against stress (reviewed by
Harshman and Zera, 2007).

These results, however, do not exclude the posgibfla shift due to inadvertent
selection as a consequence of the maintenancecptetdn both selection regimes,
populations were transferred approximately onceyetveo generations in order to avoid
food depletion and diminish negative density-depen@ffects. Thus, those worms which
had delayed reproduction were potentially less Ga®d. | tried to diminish this by taking a
random sample of individuals of several ages. Algtothe inadvertent selection is largely

unavoidable, populations cultured in both regimesensubjected to identical protocols.

Similar to the previous section, our understandihtihe mechanistic basis of these
evolutionary adaptations has been limited by a tddketailed functional information on
the underlying biological processes. In additi@garding the potential inadvertent
selection due to maintenance protocols, this cbalgartially solved by maintaining
populations under laboratory conditions designéoetas similar as possible to natural
conditions. Other studies have been successfejroducing semi-field systems in the
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laboratory for model organisms such as malariactef® mosquitoes (Knols et al., 2002).
Caenorhabditis’ laboratory protocols have not cleangjgnificantly over the 30 years that
they have been used as a model organism (Brer®iét).1Thus, it would be beneficial for
studies interested in using semi-field systemsrectiresearch into the development of
new media cultures for the maintenance of largaufaions of nematodes under

laboratory conditions.

7.3 Cost of high plasticity in a constant environment

Phenotypic plasticity provides individuals with tmeans to thrive in a heterogeneous
environment (DeWitt and Scheiner 2004). Howevethéf environment is not changing,
plastic individuals with the machinery to match @mvironment can be at a disadvantage
compared individuals that are less plastic (De\ahd Scheiner 2004). In Chapter 6, |
presented the results of the main question ofrédsisarch: Is plasticity costly in a more
stable environment? First, | showed that individidedm a fluctuating environment
displayed high phenotypic plasticity measured lgjrthigher tolerance to a wider range of
temperatures compared to their counterpart in ataahenvironment. Second, | showed
that having high plasticity, which was adaptivaifiuctuating environment, incurred a
high cost when the environment was not fluctuatindividuals from the population in the
fluctuating environment moved to a constant tempeeaafter the selection experiment
displayed a reduction in fitness@d 64%. This suggests that having plasticity can be

costly in environments in which plasticity is naaded.

Our understanding about the mechanisms of plastitiife-history traits is
limited. Two models have been proposed to desdrilpegulatory loci that alter gene
expression in different environments, or loci dégfathg environmentally based allelic
sensitivity (Via et al. 1995). Although the genstaf plasticity could lie somewhere in
between, and these mechanisms need not be mugallysive, tools such as QTL
mapping offer the opportunity to further our undansling. Integrating QTL mapping with
evolutionary studies could describe not only theegies of plasticity, but shed light on its

evolutionary change.

Research on the evolutionary genetics of plastisityathering momentum.
Choosing a good model species for the selectiorr@xents is again essential. For

obvious reasons, organisms with short generatioa #re preferred in evolutionary
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experiments. Usin@. remanewas successful in the current work. During thecen
experiment populations did not display apparemsigf inbreeding. For instandg,
remaneis reproductive biology (i.e. gonochorism, seeddtrction) could have helped to
reduce the frequency of homozygotes within the padfmn during the course of the
experiment. Homozygotes are more likely to appeg@oipulations where mating between
relatives is common, for instance, in theelegansystem. On the other hand, there is
evidence of low inbreeding depression in life-higtaits of populations of. elegans
reared in the laboratory (e.g. Johnson and Woo@)1®#®wever, it is not clear if the same

would be true in a long term study usi@gelegangopulations.

The use o€C. elegan®ffers several advantages. In addition to the teng history
of research on this species (Brenner 19Z4glegansteproductive biology is
advantageous for the use of the isofemale linenigale in molecular studies (David et al.
2005; Parsons and Hosgood 1968; see Discussioné2lgpC. elegansiermaphrodites
can self-fertilise to produce progeny (Hodgkin, 78 his can make the production of
iIso-hermaphrodite lineages (genetically homogeneougjuantitative genetics much
easier (e.g. Dolgin et al., 2008).

7.4 Final thoughts

The work presented here, along with other resesttaiying how organism respond to
environmental variability clearly states that phigpec plasticity is a ubiquitous trait.
Moreover, it is a trait with the potential to evej\even under laboratory conditions. The
evolution of plasticity in the wild can have margokgical consequences, such as the
reduction in extinction probability of a populatidiilooming of invasive species, spreading
diseases, antagonistic co-evolution between arfdwgpecies, among others.
Environmental variation caused by natural proceasdgor anthropogenic influences can
act as selective pressures for plasticity. Thussthdy of the evolution of plasticity in the

wild is another open door for future research.
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Appendix |

Summary of the mixed-effects model (Model M6 TahleD) to describe the Age-
specific fecundity in relation to the temperature.

The model included 4050 number of observationsesponding to 450 individuals
within 15 replicates.

Linear mixed model fit by maximum likelihood

Formula: mx~ Age* Generatiop* Regime * Strain + (age | inflimn)

A) Fixed effects

Estimate Std. Error | tvalue
(Intercept) 39.24 7.20 5.45
Age2 107.64 8.86 12.15
Age4d 46.64 10.23 4.56
Ageb -8.24 8.51 -0.97
Age8 -32.48 7.62 -4.26
Agel0 -37.80 7.21 -5.24
Agel2 -39.12 7.21 -5.43
Ageld -39.24 7.20 -5.45
Agel6 -39.24 7.21 -5.44
GenerationF20 25.84 10.18 2.54
GenerationF50 57.32 10.18 5.63
RegimeFL -29.52 10.18 -2.90
StrainHYB 111.72 10.18 10.97
StrainMY 141.16 10.18 13.86
Age2:GenerationF20 -49.20 12.53 -3.93
Age4:GenerationF20 -44.52 14.46 -3.08
Age6:GenerationF20 -28.64 12.04 -2.38
Age8:GenerationF20 -19.04 10.78 -1.77
Agel0:GenerationF20 -27.28 10.20 -2.67
Agel2:GenerationF20 -25.96 10.19 -2.55
Agel4:GenerationF20 -25.84 10.19 -2.54
Agel6:GenerationF20 -25.84 10.20 -2.54
Age2:GenerationF50 -115.24 12.53 -9.19
Age4d:GenerationF50 -81.36 14.46 -5.63
Age6:GenerationF50 -76.56 12.04 -6.36
Age8:GenerationF50 -63.60 10.78 -5.90
Agel0:GenerationF50 -58.76 10.20 -5.76
Agel2:GenerationF50 -57.44 10.19 -5.64
Agel4:GenerationF50 -57.32 10.19 -5.63
Agel6:GenerationF50 -57.32 10.20 -5.62
Age2:RegimeFL -108.04 12.53 -8.62
Age4:RegimeFL -51.32 14.46 -3.55
Age6:RegimeFL 0.56 12.04 0.05
Age8:RegimeFL 23.44 10.78 2.18
AgelO:RegimeFL 28.08 10.20 2.75
Agel2:RegimeFL 29.40 10.19 2.89
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Agel4d:RegimeFL 29.52 10.19 2.90
Agel6:RegimeFL 29.52 10.20 2.90
GenerationF20:RegimeFL -18.72 14.40 -1.30
GenerationF50:RegimeFL -42.36 14.40 -2.94
Age2:StrainHYB -120.68 12.53 -9.63
Age4:StrainHYB -146.56 14.46 -10.13
Age6:StrainHYB -127.40 12.04 -10.58
Age8:StrainHYB -116.48 10.78 -10.81
Agel0:StrainHYB -112.80 10.20 -11.06
Agel2:StrainHYB -111.80 10.19 -10.97
Agel4:StrainHYB -111.72 10.19 -10.97
Agel6:StrainHYB -111.72 10.20 -10.96
Age2:StrainMY -106.04 12.53 -8.46
Age4:StrainMY -131.24 14.46 -9.07
Age6:StrainMY -136.52 12.04 -11.34
Age8:StrainMY -140.32 10.78 -13.02
Agel0:StrainMY -141.60 10.20 -13.88
Agel2:StrainMY -141.08 10.19 -13.84
Agel4:StrainMY -141.16 10.19 -13.86
Agel6:StrainMY -141.16 10.20 -13.85
GenerationF20:StrainHYB -66.92 14.40 -4.65
GenerationF50:StrainHYB -29.20 14.40 -2.03
GenerationF20:StrainMY -79.92 14.40 -5.55
GenerationF50:StrainMY -55.56 14.40 -3.86
RegimeFL:StrainHYB -110.44 14.40 -7.67
RegimeFL:StrainMY -121.48 14.40 -8.44
Age2:GenerationF20:RegimeFL 53.00 17.73 2.99
Age4d:GenerationF20:RegimeFL 47.80 20.46 2.34
Age6:GenerationF20:RegimeFL 23.12 17.03 1.36
Age8:GenerationF20:RegimeFL 12.40 15.24 0.81
Agel0:GenerationF20:RegimeFL 20.16 14.43 1.40
Agel2:GenerationF20:RegimeFL 18.84 14.41 1.31
Agel4:GenerationF20:RegimeFL 18.72 14.41 1.30
Agel6:GenerationF20:RegimeFL 18.72 14.42 1.30
Age2:GenerationF50:RegimeFL 109.36 17.73 6.17
Age4d:GenerationF50:RegimeFL 62.72 20.46 3.07
Age6:GenerationF50:RegimeFL 59.56 17.03 3.50
Age8:GenerationF50:RegimeFL 47.96 15.24 3.15
Agel0:GenerationF50:RegimeFL 43.80 14.43 3.04
Agel2:GenerationF50:RegimeFL 42.48 14.41 2.95
Agel4:GenerationF50:RegimeFL 42.36 14.41 2.94
Agel6:GenerationF50:RegimeFL 42.36 14.42 2.94
Age2:GenerationF20:StrainHYB 87.56 17.73 4.94
Age4:GenerationF20:StrainHYB 107.52 20.46 5.26
Age6:GenerationF20:StrainHYB 74.92 17.03 4.40
Age8:GenerationF20:StrainHYB 63.04 15.24 4.14
Agel0:GenerationF20:StrainHYB 68.00 14.43 4.71
Agel2:GenerationF20:StrainHYB 67.00 14.41 4.65
Agel4:GenerationF20:StrainHYB 66.92 14.41 4.64
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Agel6:GenerationF20:StrainHYB 66.92 14.42 4.64
Age2:GenerationF50:StrainHYB 131.52 17.73 7.42
Age4:GenerationF50:StrainHYB 74.96 20.46 3.67
Age6:GenerationF50:StrainHYB 52.04 17.03 3.06
Age8:GenerationF50:StrainHYB 37.08 15.24 2.43
Agel0:GenerationF50:StrainHYB 30.40 14.43 2.11
Agel2:GenerationF50:StrainHYB 29.28 14.41 2.03
Agel4:GenerationF50:StrainHYB 29.20 14.41 2.03
Agel6:GenerationF50:StrainHYB 29.20 14.42 2.03
Age2:GenerationF20:StrainMY 66.20 17.73 3.74
Age4:GenerationF20:StrainMY 90.36 20.46 4.42
Age6:GenerationF20:StrainMY 74.16 17.03 4.36
Age8:GenerationF20:StrainMY 75.88 15.24 4.98
Agel0:GenerationF20:StrainMY 80.36 14.43 5.57
Agel2:GenerationF20:StrainMY 79.84 14.41 5.54
Agel4:GenerationF20:StrainMY 79.92 14.41 5.55
Agel6:GenerationF20:StrainMY 79.92 14.42 5.54
Age2:GenerationF50:StrainMY 95.28 17.73 5.38
Age4:GenerationF50:StrainMY 62.40 20.46 3.05
Age6:GenerationF50:StrainMY 77.64 17.03 4.56
Age8:GenerationF50:StrainMY 56.64 15.24 3.72
Agel0:GenerationF50:StrainMY 56.40 14.43 3.91
Agel2:GenerationF50:StrainMY 55.48 14.41 3.85
Agel4:GenerationF50:StrainMY 55.56 14.41 3.86
Agel6:GenerationF50:StrainMY 55.56 14.42 3.85
Age2:RegimeFL:StrainHYB 123.44 17.73 6.96
Age4:RegimeFL:StrainHYB 147.88 20.46 7.23
Age6:RegimeFL:StrainHYB 127.08 17.03 7.46
Age8:RegimeFL:StrainHYB 115.52 15.24 7.58
Agel0:RegimeFL:StrainHYB 111.68 14.43 7.74
Agel2:RegimeFL:StrainHYB 110.52 14.41 7.67
Agel4:RegimeFL:StrainHYB 110.44 14.41 7.67
Agel6:RegimeFL:StrainHYB 110.44 14.42 7.66
Age2:RegimeFL:StrainMY 102.48 17.73 5.78
Age4:RegimeFL:StrainMY 119.00 20.46 5.82
Age6:RegimeFL:StrainMY 118.64 17.03 6.97
Age8:RegimeFL:StrainMY 120.44 15.24 7.90
AgelO:RegimeFL:StrainMY 121.92 14.43 8.45
Agel2:RegimeFL:StrainMY 121.40 14.41 8.42
Agel4:RegimeFL:StrainMY 121.48 14.41 8.43
Agel6:RegimeFL:StrainMY 121.48 14.42 8.43
GenerationF20:RegimeFL:StrainHYB 83.32 20.37 4.09
GenerationF50:RegimeFL:StrainHYB 25.92 20.37 1.27
GenerationF20:RegimeFL:StrainMY 83.36 20.37 4.09
GenerationF50:RegimeFL:StrainMY 52.56 20.37 2.58
Age2:GenerationF20:RegimeFL:StrainHYB -100.16 25.07 -4.00
Age4:GenerationF20:RegimeFL:StrainHYB -132.36 28.93 -4.58
Age6:GenerationF20:RegimeFL:StrainHYB -92.48 24.08 -3.84
Age8:GenerationF20:RegimeFL:StrainHYB -80.32 21.55 -3.73
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Agel0:GenerationF20:RegimeFL:StrainHYB -84.56 20.40 -4.14
Agel2:GenerationF20:RegimeFL:StrainHYB -83.40 20.38 -4.09
Agel4:GenerationF20:RegimeFL:StrainHYB -83.32 20.38 -4.09
Agel6:GenerationF20:RegimeFL:StrainHYB -83.32 20.39 -4.09
Age2:GenerationF50:RegimeFL:StrainHYB -141.96 25.07 -5.66
Age4d:GenerationF50:RegimeFL:StrainHYB -74.92 28.93 -2.59
Age6:GenerationF50:RegimeFL:StrainHYB -49.72 24.08 -2.07
Age8:GenerationF50:RegimeFL:StrainHYB -34.12 21.55 -1.58
Agel0:GenerationF50:RegimeFL:StrainHYB -27.28 20.40 -1.34
Agel2:GenerationF50:RegimeFL:StrainHYB -26.00 20.38 -1.28
Agel4:GenerationF50:RegimeFL:StrainHYB -25.92 20.38 -1.27
Agel6:GenerationF50:RegimeFL:StrainHYB -25.92 20.39 -1.27
Age2:GenerationF20:RegimeFL:StrainMY -67.52 25.07 -2.69
Age4:GenerationF20:RegimeFL:StrainMY -100.64 28.93 -3.48
Age6:GenerationF20:RegimeFL:StrainMY -81.44 24.08 -3.38
Age8:GenerationF20:RegimeFL:StrainMY -80.28 21.55 -3.73
Agel0:GenerationF20:RegimeFL:StrainMY -83.80 20.40 -4.11
Agel2:GenerationF20:RegimeFL:StrainMY -83.28 20.38 -4.09
Agel4:GenerationF20:RegimeFL:StrainMY -83.36 20.38 -4.09
Agel6:GenerationF20:RegimeFL:StrainMY -83.36 20.39 -4.09
Age2:GenerationF50:RegimeFL:StrainMY -104.64 25.07 -4.17
Age4d:GenerationF50:RegimeFL:StrainMY -67.28 28.93 -2.33
Age6:GenerationF50:RegimeFL:StrainMY -76.44 24.08 -3.18
Age8:GenerationF50:RegimeFL:StrainMY -53.44 21.55 -2.48
Agel0:GenerationF50:RegimeFL:StrainMY -53.40 20.40 -2.62
Agel2:GenerationF50:RegimeFL:StrainMY -52.48 20.38 -2.58
Agel4:GenerationF50:RegimeFL:StrainMY -52.56 20.38 -2.58
Agel6:GenerationF50:RegimeFL:StrainMY -52.56 20.39 -2.58
B) Random effects

Groups Name Variance Std.Dev. % of var

ind age0 1294.80 35.98 30.07

age2 1434.60 37.88 33.32

age4 1092.40 33.05 25.37

age6 382.55 19.56 8.8§

age8 100.35 10.02 2.33

agelO 0.01 0.11 0.00

agel2 0.00 0.04 0.00

ageld 0.00 0.02 0.00]

agel6 0.00 0.04 0.00

Residual 1.24 111 0.03
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Appendix Il

Summary of the mixed-effects model (Model M8 Tah2.C) to describe the Age-
specific fecundity in relation to the temperature.

The model included 6075 number of observationsesponding to 675 individuals
within 15 replicates.

Linear mixed model fit by maximum likelihood
Formula: mx~ Age*Temp+Age*Treatment+Age*Strain+Agemp: Treatment+
Age:Temp:Strain + Age:Treanh8train + (Age - 1| indl)

Fixed effects: Std. Error | tvalue
Estimate

(Intercept) -7.80 6.26 -1.25
Age2 31.47 7.60 4.14
Aged 27.22 8.85 3.08
Ageb 14.87 7.18 2.07
Age8 11.31 6.39 1.77
Agel0 9.18 6.29 1.46
Agel2 8.36 6.27 1.33
Ageld 7.96 6.26 1.27
Agel6 7.83 6.26 1.25
Templ5 80.65 7.87 10.25
Temp25 33.89 7.87 431
TreatmentF50:CO 4.56 7.87 0.58
TreatmentF50:FL 18.82 7.87 2.39
StrainMIX 9.17 7.87 1.17
StrainMY 14.29 7.87 1.82
Age2:Temp15 33.27 9.55 3.48
Age4:Templ5 -33.52 11.12 -3.01
Age6:Templ5 -62.65 9.02 -6.94
Age8:Templ5 -79.04 8.03 -9.85
Agel0:Templ5 -81.11 7.90 -10.27
Agel2:Templ5 -81.20 7.88 -10.31
Ageld:Templ5 -80.87 7.87 -10.28
Agel6:Templ5 -80.71 7.87 -10.26
Age2:Temp25 26.29 9.55 2.75
Aged:Temp25 -0.01 11.12 0.00
Age6:Temp25 -24.05 9.02 -2.67
Age8:Temp25 -33.48 8.03 -4.17
Agel0:Temp25 -34.68 7.90 -4.39
Agel2:Temp25 -34.48 7.88 -4.38
Ageld:Temp25 -34.10 7.87 -4.34
Agel6:Temp25 -33.95 7.87 -4.31
Age2:TreatmentF50:CO -20.63 9.55 -2.16
Age4:TreatmentF50:CO -12.69 11.12 -1.14
Age6:TreatmentF50:CO -13.20 9.02 -1.46
Age8:TreatmentF50:CO -8.53 8.03 -1.06
Agel0:TreatmentF50:CO -6.12 7.90 -0.77
Agel2:TreatmentF50:CO -5.19 7.88 -0.66
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Agel4:TreatmentF50:CO -4.77 7.87 -0.61
Agel6:TreatmentF50:CO -4.62 7.87 -0.59
Age2:TreatmentF50:FL -13.73 9.55 -1.44
Age4:TreatmentF50:FL -21.56 11.12 -1.94
Age6:TreatmentF50:FL -15.98 9.02 -1.77
Age8:TreatmentF50:FL -21.43 8.03 -2.67
Agel0:TreatmentF50:FL -20.28 7.90 -2.57
Agel2:TreatmentF50:FL -19.45 7.88 -2.47
Agel4d:TreatmentF50:FL -19.03 7.87 -2.42
Agel6:TreatmentF50:FL -18.88 7.87 -2.40
Age2:StrainMIX -32.59 9.55 -3.41
Age4:StrainMIX -30.61 11.12 -2.75
Age6:StrainMIX -14.46 9.02 -1.60
Age8:StrainMIX -11.92 8.03 -1.49
Agel0:StrainMIX -9.92 7.90 -1.26
Agel2:StrainMIX -9.41 7.88 -1.19
Agel4:StrainMIX -9.22 7.87 -1.17
Agel6:StrainMIX -9.17 7.87 -1.17
Age2:StrainMY -30.05 9.55 -3.15
Age4:StrainMY -16.76 11.12 -1.51
Age6:StrainMY -8.44 9.02 -0.94
Age8:StrainMY -10.44 8.03 -1.30
Agel0:StrainMY -12.88 7.90 -1.63
Agel2:StrainMY -13.43 7.88 -1.71
Agel4:StrainMY -13.91 7.87 -1.77
Agel6:StrainMY -14.16 7.87 -1.80
Age0:Templ5:TreatmentF50:CO 29.09 8.62 3.38
Age2:Templ5:TreatmentF50:CO -11.56 8.05 -1.44
Age4:Templ5:TreatmentF50:CO -4.61 7.16 -0.64
Age6:Templ5:TreatmentF50:CO 0.52 3.88 0.13
Age8:Templ5:TreatmentF50:CO 0.39 0.98 0.40
Agel0:Templ5:TreatmentF50:CO 0.97 0.32 3.03
Agel2:Templ5:TreatmentF50:CO 0.65 0.29 2.29
Ageld:Templ5:TreatmentF50:CO 0.28 0.28 0.98
Agel6:Templ5:TreatmentF50:CO 0.08 0.29 0.28
Age0:Temp25:TreatmentF50:CO -2.79 8.62 -0.32
Age2:Temp25:TreatmentF50:CO -49.13 8.05 -6.10
Aged:Temp25:TreatmentF50:CO -32.93 7.16 -4.60
Age6:Temp25:TreatmentF50:CO -8.84 3.88 -2.28
Age8:Temp25:TreatmentF50:CO -0.41 0.98 -0.42
Agel0:Temp25:TreatmentF50:CO 0.76 0.32 2.36
Agel2:Temp25:TreatmentF50:CO 0.67 0.29 2.34
Ageld:Temp25:TreatmentF50:CO 0.27 0.28 0.94
Agel6:Temp25:TreatmentF50:CO 0.08 0.29 0.28
Age0:Templ5:TreatmentF50:FL -77.65 8.62 -9.01
Age2:Templ5:TreatmentF50:FL -109.70 8.05 -13.63
Age4:Templ5:TreatmentF50:FL -30.75 7.16 -4.29
Age6:Templ5:TreatmentF50:FL -26.73 3.88 -6.89
Age8:Templ5:TreatmentF50:FL -1.95 0.98 -1.99
Agel0:Templ5:TreatmentF50:FL 0.68 0.32 2.11
Agel2:Templ5:TreatmentF50:FL 0.65 0.29 2.29
Ageld:Templ5:TreatmentF50:FL 0.28 0.28 0.98
Agel6:Templ5:TreatmentF50:FL 0.08 0.29 0.28
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Age0:Temp25:TreatmentF50:FL 18.75 8.62 2.18
Age2:Temp25:TreatmentF50:FL -58.51 8.05 -7.27
Aged:Temp25:TreatmentF50:FL -63.56 7.16 -8.88
Age6:Temp25:TreatmentF50:FL -21.68 3.88 -5.59
Age8:Temp25:TreatmentF50:FL -2.16 0.98 -2.20
Agel0:Temp25:TreatmentF50:FL 0.76 0.32 2.36
Agel2:Temp25:TreatmentF50:FL 0.67 0.29 2.34
Ageld: Temp25:TreatmentF50:FL 0.27 0.28 0.94
Agel6:Temp25:TreatmentF50:FL 0.08 0.29 0.28
Age0:Temp15:StrainMIX 49.05 8.62 5.69
Age2:Templ5:StrainMIX 36.65 8.05 4.55
Aged:Templ5:StrainMIX 24.76 7.16 3.46
Age6:Templ5:StrainMIX 1.27 3.88 0.33
Age8:Temp15:StrainMIX 0.80 0.98 0.82
Agel0:Templ5:StrainMIX 0.03 0.32 0.08
Agel2:Templ5:StrainMIX 0.12 0.29 0.42
Agel4:Templ5:StrainMIX 0.03 0.28 0.09
Agel6:Templ5:StrainMIX 0.00 0.29 0.00
Age0:Temp25:StrainMIX 10.99 8.62 1.28
Age2:Temp25:StrainMIX -8.05 8.05 -1.00
Age4:Temp25:StrainMIX -7.25 7.16 -1.01
Age6:Temp25:StrainMIX -1.77 3.88 -0.46
Age8:Temp25:StrainMIX 1.00 0.98 1.02
Agel0:Temp25:StrainMIX 0.48 0.32 1.49
Agel2:Temp25:StrainMIX 0.19 0.29 0.66
Agel4d:Temp25:StrainMIX 0.03 0.28 0.09
Agel6:Temp25:StrainMIX 0.00 0.29 0.00
Age0:Templ5:StrainMY 79.51 8.62 9.23
Age2:Templ5:StrainMY 56.55 8.05 7.02
Aged:Templ5:StrainMY 32.20 7.16 4.50
Age6:Temp15:StrainMY 4.88 3.88 1.26
Age8:Templ5:StrainMY -0.92 0.98 -0.94
Agel0:Templ5:StrainMY -0.69 0.32 -2.16
Agel2:Templ5:StrainMY -0.45 0.29 -1.59
Agel4:Templ5:StrainMY -0.23 0.28 -0.80
Agel6:Templ5:StrainMY -0.08 0.29 -0.28
Age0:Temp25:StrainMY 11.53 8.62 1.34
Age2:Temp25:StrainMY 13.37 8.05 1.66
Age4:Temp25:StrainMY -6.40 7.16 -0.89
Age6:Temp25:StrainMY -6.03 3.88 -1.55
Age8:Temp25:StrainMY -1.61 0.98 -1.65
Agel0:Temp25:StrainMY -0.40 0.32 -1.24
Agel2:Temp25:StrainMY -0.41 0.29 -1.45
Agel4d:Temp25:StrainMY -0.21 0.28 -0.75
Agel6:Temp25:StrainMY -0.08 0.29 -0.28
Age0:TreatmentF50:CO:StrainMIX 0.08 8.62 0.01
Age2:TreatmentF50:CO:StrainMIX 34.99 8.05 4.35
Age4:TreatmentF50:CO:StrainMIX 17.55 7.16 2.45
Age6:TreatmentF50:CO:StrainMIX 7.63 3.88 1.97
Age8:TreatmentF50:CO:StrainMIX 3.23 0.98 3.29
Agel0:TreatmentF50:CO:StrainMIX 0.61 0.32 1.91
Agel2:TreatmentF50:CO:StrainMIX 0.13 0.29 0.47
Agel4:TreatmentF50:CO:StrainMIX 0.03 0.28 0.09
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Agel6:TreatmentF50:CO:StrainMIX 0.00 0.29 0.00
Age0:TreatmentF50:FL:StrainMIX -27.08 8.62 -3.14
Age2:TreatmentF50:FL:StrainMIX 48.61 8.05 6.04
Age4:TreatmentF50:FL:StrainMIX 54.80 7.16 7.65
Age6:TreatmentF50:FL:StrainMIX 11.99 3.88 3.09
Age8:TreatmentF50:FL:StrainMIX 2.93 0.98 2.99
Agel0:TreatmentF50:FL:StrainMIX 0.57 0.32 1.78
Agel2:TreatmentF50:FL:StrainMIX 0.13 0.29 0.47
Agel4:TreatmentF50:FL:StrainMIX 0.03 0.28 0.09
Agel6:TreatmentF50:FL:StrainMIX 0.00 0.29 0.00
Age0:TreatmentF50:CO:StrainMY -13.85 8.62 -1.61
Age2:TreatmentF50:CO:StrainMY 16.16 8.05 2.01
Age4:TreatmentF50:CO:StrainMY 1.15 7.16 0.16
Age6:TreatmentF50:CO:StrainMY 3.93 3.88 1.01
Age8:TreatmentF50:CO:StrainMY -2.37 0.98 -2.42
Agel0:TreatmentF50:CO:StrainMY -0.80 0.32 -2.49
Agel2:TreatmentF50:CO:StrainMY -0.57 0.29 -2.01
Agel4:TreatmentF50:CO:StrainMY -0.24 0.28 -0.84
Agel6:TreatmentF50:CO:StrainMY -0.08 0.29 -0.28
Age0:TreatmentF50:FL:StrainMY -28.95 8.62 -3.36
Age2:TreatmentF50:FL:StrainMY 29.08 8.05 3.61
Age4:TreatmentF50:FL:StrainMY 31.73 7.16 4.43
Age6:TreatmentF50:FL:StrainMY 1.76 3.88 0.45
Age8:TreatmentF50:FL:StrainMY -0.92 0.98 -0.94
Agel0:TreatmentF50:FL:StrainMY -1.05 0.32 -3.28
Agel2:TreatmentF50:FL:StrainMY -0.57 0.29 -2.01
Agel4:TreatmentF50:FL:StrainMY -0.24 0.28 -0.84
Agel6:TreatmentF50:FL:StrainMY -0.08 0.29 -0.28
B) Random effects
% of
Groups Name Variance Std.Dev. Variance
indl age0 1391.10 37.30 36.00
age2 1214.20 34.84 31.42
aged 959.97 30.98 24.84
age6 280.43 16.75 7.26
age8 16.49 4.06 0.43
agel0 0.42 0.65 0.01
agel2 0.00 0.07 0.00
agel4 0.00 0.05 0.00
agel6 0.02 0.13 0.00
Residual 1.52 1.23 0.04
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Appendix Il

Summary of the mixed-effects model (Model M6 Tah.C) to describe the age
specific fecundity after the translocation.

The model included 4050 number of observationsesponding to 450 individuals
within 15 replicates.

Linear mixed model fit by maximum likelihood
Formula:m,~ Age*Treatment*Strain+(age-1|ind1)

A) Fixed effects: Std. t value
Estimate Error

(Intercept) 39.24 6.95 5.65
Age2 107.64 8.69 12.39
Age4d 46.64 9.45 4,94
Ageb -8.24 7.86 -1.05
Age8 -32.48 7.08 -4.59
Agel0 -37.8 6.97 -5.43
Agel2 -39.12 6.95 -5.63
Agel4d -39.24 6.95 -5.65
Agel6 -39.24 6.95 -5.65
TreatmentF1FL -39.24 9.83 -3.99
TreatmentF50CO 57.32 9.83 5.83
TreatmentF50FL -39.24 9.83 -3.99
TreatmentF51:FL:CO 28.72 9.83 2.92
TreatmentF51CO:FL -39.24 9.83 -3.99
StrainHYB 111.72 9.83 11.37
StrainMY 141.16 9.83 14.37
Age2:TreatmentF1FL -97.92 12.29 -7.97
Age4d:TreatmentF1FL -37.32 13.36 -2.79
Age6:TreatmentF1FL 13.28 11.12 1.2
Age8:TreatmentF1FL 34.52 10.01 3.45
AgelO:TreatmentF1FL 38.48 9.85 3.91
Agel2:TreatmentF1FL 39.12 9.83 3.98
Agel4d:TreatmentF1FL 39.24 9.83 3.99
Agel6:TreatmentF1FL 39.24 9.82 3.99
Age2:TreatmentF50CO -115.24 12.29 -9.38
Age4:TreatmentF50CO -81.36 13.36 -6.09
Age6:TreatmentF50CO -76.56 11.12 -6.89
Age8:TreatmentF50CO -63.6 10.01 -6.35
Agel0:TreatmentF50CO -58.76 9.85 -5.97
Agel2:TreatmentF50CO -57.44 9.83 -5.85
Agel4d:TreatmentF50CO -57.32 9.83 -5.83
Agel6:TreatmentF50CO -57.32 9.82 -5.84
Age2:TreatmentF50FL -82.96 12.29 -6.75
Age4:TreatmentF50FL -28.24 13.36 -2.11
Age6:TreatmentF50FL 9.6 11.12 0.86
Age8:TreatmentF50FL 32.48 10.01 3.25
Agel0:TreatmentF50FL 37.8 9.85 3.84
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Agel2:TreatmentF50FL 39.12 9.83 3.98
Agel4:TreatmentF50FL 39.24 9.83 3.99
Agel6:TreatmentF50FL 39.24 9.82 3.99
Age2:TreatmentF51:FL:CO -155.16 12.29 -12.63
Age4:TreatmentF51:FL:CO -95.88 13.36 -7.18
Age6:TreatmentF51:FL:CO -59.48 11.12 -5.35
Age8:TreatmentF51:FL:CO -35.48 10.01 -3.54
Agel0:TreatmentF51:FL:CO -30.16 9.85 -3.06
Agel2:TreatmentF51:FL:CO -28.84 9.83 -2.94
Agel4d:TreatmentF51:FL:CO -28.72 9.83 -2.92
Agel6:TreatmentF51:FL:CO -28.72 9.82 -2.92
Age2:TreatmentF51CO:FL -103.72 12.29 -8.44
Age4:TreatmentF51CO:FL -44.96 13.36 -3.37
Age6:TreatmentF51CO:FL 9.4 11.12 0.85
Age8:TreatmentF51CO:FL 32.48 10.01 3.25
Agel0:TreatmentF51CO:FL 37.8 9.85 3.84
Agel2:TreatmentF51CO:FL 39.12 9.83 3.98
Agel4:TreatmentF51CO:FL 39.24 9.83 3.99
Agel6:TreatmentF51CO:FL 39.24 9.82 3.99
Age2:StrainHYB -120.68 12.29 -9.82
Age4:StrainHYB -146.56 13.36 -10.97
Ageb6:StrainHYB -127.4 11.12 -11.46
Age8:StrainHYB -116.48 10.01 -11.64
Agel0:StrainHYB -112.8 9.85 -11.45
Agel2:StrainHYB -111.8 9.83 -11.38
Agel4:StrainHYB -111.72 9.83 -11.37
Agel6:StrainHYB -111.72 9.82 -11.37
Age2:StrainMY -106.04 12.29 -8.63
Age4:StrainMY -131.24 13.36 -9.82
Age6:StrainMY -136.52 11.12 -12.28
Age8:StrainMY -140.32 10.01 -14.02
Agel0:StrainMY -141.6 9.85 -14.38
Agel2:StrainMY -141.08 9.83 -14.36
Agel4:StrainMY -141.16 9.83 -14.36
Agel6:StrainMY -141.16 9.82 -14.37
TreatmentF1FL:StrainHYB -111.72 13.9 -8.04
TreatmentF50CO:StrainHYB -29.2 13.9 -2.1
TreatmentF50FL:StrainHYB -111.72 13.9 -8.04
TreatmentF51:FL:CO:StrainHYB -105.24 13.9 -7.57
TreatmentF51CO:FL:StrainHYB -111.72 13.9 -8.04
TreatmentF1FL:StrainMY -141.16 13.9 -10.16
TreatmentF50CO:StrainMY -55.56 13.9 -4
TreatmentF50FL:StrainMY -141.16 13.9 -10.16
TreatmentF51:FL:CO:StrainMY -129 13.9 -9.28
TreatmentF51CO:FL:StrainMY -141.16 13.9 -10.16
Age2:TreatmentF1FL:StrainHYB 121.96 17.37 7.02
Age4:TreatmentF1FL:StrainHYB 150.6 18.89 7.97
Age6:TreatmentF1FL:StrainHYB 130 15.72 8.27
Age8:TreatmentF1FL:StrainHYB 117.44 14.16 8.3
AgelO:TreatmentF1FL:StrainHYB 113.12 13.93 8.12
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Agel2:TreatmentF1FL:StrainHYB 111.96 13.9 8.06
Agel4:TreatmentF1FL:StrainHYB 111.72 13.9 8.04
Agel6:TreatmentF1FL:StrainHYB 111.72 13.89 8.04
Age2:TreatmentF50CO:StrainHYB 131.52 17.37 7.57
Age4:TreatmentF50CO:StrainHYB 74.96 18.89 3.97
Age6:TreatmentF50CO:StrainHYB 52.04 15.72 3.31
Age8:TreatmentF50CO:StrainHYB 37.08 14.16 2.62
Agel0:TreatmentF50CO:StrainHYB 30.4 13.93 2.18
Agel2:TreatmentF50CO:StrainHYB 29.28 13.9 2.11
Agel4:TreatmentF50CO:StrainHYB 29.2 13.9 2.1
Agel6:TreatmentF50CO:StrainHYB 29.2 13.89 2.1
Age2:TreatmentF50FL:StrainHYB 118.68 17.37 6.83
Age4:TreatmentF50FL:StrainHYB 136.88 18.89 7.25
Age6:TreatmentF50FL:StrainHYB 126.76 15.72 8.06
Age8:TreatmentF50FL:StrainHYB 116.48 14.16 8.23
Agel0:TreatmentF50FL:StrainHYB 112.8 13.93 8.1
Agel2:TreatmentF50FL:StrainHYB 111.8 13.9 8.05
Agel4:TreatmentF50FL:StrainHYB 111.72 13.9 8.04
Agel6:TreatmentF50FL:StrainHYB 111.72 13.89 8.04
Age2:TreatmentF51:FL:CO:StrainHYB 114.6 17.37 6.6
Age4:TreatmentF51:FL:CO:StrainHYB 138.76 18.89 7.34
Age6:TreatmentF51:FL:CO:StrainHYB 120.68 15.72 7.68
Age8:TreatmentF51:FL:CO:StrainHYB 110 14.16 7.77
AgelO:TreatmentF51:FL:CO:StrainHYB 106.32 13.93 7.63
Agel2:TreatmentF51:FL:CO:StrainHYB 105.32 13.9 7.58
Agel4:TreatmentF51:FL:CO:StrainHYB 105.24 13.9 7.57
Agel6:TreatmentF51:FL:CO:StrainHYB 105.24 13.89 7.58
Age2:TreatmentF51CO:FL:StrainHYB 168.36 17.37 9.69
Age4:TreatmentF51CO:FL:StrainHYB 147.96 18.89 7.83
Age6:TreatmentF51CO:FL:StrainHYB 127.16 15.72 8.09
Age8:TreatmentF51CO:FL:StrainHYB 116.48 14.16 8.23
Agel0:TreatmentF51CO:FL:StrainHYB 112.8 13.93 8.1
Agel2:TreatmentF51CO:FL:StrainHYB 111.8 13.9 8.05
Agel4:TreatmentF51CO:FL:StrainHYB 111.72 13.9 8.04
Agel6:TreatmentF51CO:FL:StrainHYB 111.72 13.89 8.04
Age2:TreatmentF1FL:StrainMY 125.72 17.37 7.24
Age4:TreatmentF1FL:StrainMY 147.36 18.89 7.8
Age6:TreatmentF1FL:StrainMY 143.96 15.72 9.16
Age8:TreatmentF1FL:StrainMY 142.12 14.16 10.04
Agel0:TreatmentF1FL:StrainMY 141.4 13.93 10.15
Agel2:TreatmentF1FL:StrainMY 141.08 13.9 10.15
Agel4:TreatmentF1FL:StrainMY 141.16 13.9 10.16
Agel6:TreatmentF1FL:StrainMY 141.16 13.89 10.16
Age2:TreatmentF50CO:StrainMY 95.28 17.37 5.48
Age4:TreatmentF50CO:StrainMY 62.4 18.89 3.3
Age6:TreatmentF50CO:StrainMY 77.64 15.72 4.94
Age8:TreatmentF50CO:StrainMY 56.64 14.16 4
Agel0:TreatmentF50CO:StrainMY 56.4 13.93 4.05
Agel2:TreatmentF50CO:StrainMY 55.48 13.9 3.99
Agel4:TreatmentF50CO:StrainMY 55.56 13.9 4
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Agel6:TreatmentF50CO:StrainMY 55.56 13.89 4
Age2:TreatmentF50FL:StrainMY 122.72 17.37 7.06
Age4:TreatmentF50FL:StrainMY 135 18.89 7.15
Age6:TreatmentF50FL:StrainMY 136.08 15.72 8.66
Age8:TreatmentF50FL:StrainMY 140.32 14.16 9.91
Agel0:TreatmentF50FL:StrainMY 141.6 13.93 10.17
Agel2:TreatmentF50FL:StrainMY 141.08 13.9 10.15
Agel4:TreatmentF50FL:StrainMY 141.16 13.9 10.16
Agel6:TreatmentF50FL:StrainMY 141.16 13.89 10.16
Age2:TreatmentF51:FL:CO:StrainMY 139.76 17.37 8.04
Age4:TreatmentF51:FL:CO:StrainMY 116.68 18.89 6.18
Age6:TreatmentF51:FL:CO:StrainMY 124.16 15.72 7.9
Age8:TreatmentF51:FL:CO:StrainMY 128.16 14.16 9.05
Agel0:TreatmentF51:FL:CO:StrainMY 129.44 13.93 9.29
Agel2:TreatmentF51:FL:CO:StrainMY 128.92 13.9 9.28
Agel4:TreatmentF51:FL:CO:StrainMY 129 13.9 9.28
Agel6:TreatmentF51:FL:CO:StrainMY 129 13.89 9.29
Age2:TreatmentF51CO:FL:StrainMY 126.48 17.37 7.28
Age4:TreatmentF51CO:FL:StrainMY 135.84 18.89 7.19
Age6:TreatmentF51CO:FL:StrainMY 135.96 15.72 8.65
Age8:TreatmentF51CO:FL:StrainMY 140.32 14.16 9.91
Agel0:TreatmentF51CO:FL:StrainMY 141.6 13.93 10.17
Agel2:TreatmentF51CO:FL:StrainMY 141.08 13.9 10.15
Agel4:TreatmentF51CO:FL:StrainMY 141.16 13.9 10.16
Agel6:TreatmentF51CO:FL:StrainMY 141.16 13.89 10.16
B) Random effects
Groups Name Variance Std.Dev. | % of
Variance
ind ageO 1206.00 34.73 34.50
age?2 1229.00 35.06 35.15
age4d 812.37 28.50 23.24
age6 236.65 15.38 6.77
age8 10.81 3.29 0.31
agel0 0.22 0.47 0.01
agel2 0.01 0.10 0.00
agelsd 0.00 0.06 0.00
agel6 0.01 0.09 0.00
Residual 1.03 1.02 0.03
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