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Abstract

This thesis concerns an active research area within fractal geometry.

In the first part, in Chapters 2 and 3, for directed graph iterated function systems
(IFSs) defined on R, we prove that a class of 2-vertex directed graph IFSs have attrac-
tors that cannot be the attractors of standard (1-vertex directed graph) IFSs, with
or without separation conditions. We also calculate their exact Hausdorff measure.
Thus we are able to identify a new class of attractors for which the exact Hausdorff
measure is known.

We give a constructive algorithm for calculating the set of gap lengths of any
attractor as a finite union of cosets of finitely generated semigroups of positive real
numbers. The generators of these semigroups are contracting similarity ratios of
simple cycles in the directed graph. The algorithm works for any IFS defined on R
with no limit on the number of vertices in the directed graph, provided a separation
condition holds.

The second part, in Chapter 4, applies to directed graph IFSs defined on Rn. We
obtain an explicit calculable value for the power law behaviour as r → 0+, of the qth
packing moment of µu, the self-similar measure at a vertex u, for the non-lattice case,
with a corresponding limit for the lattice case. We do this

(i) for any q ∈ R if the strong separation condition holds,

(ii) for q > 0 if the weaker open set condition holds and a specified non-negative
matrix associated with the system is irreducible.

In the non-lattice case this enables the rate of convergence of the packing Lq-spectrum
of µu to be determined. We also show, for (ii) but allowing q ∈ R, that the upper
multifractal q box-dimension with respect to µu, of the set consisting of all the in-
tersections of the components of Fu, is strictly less than the multifractal q Hausdorff
dimension with respect to µu of Fu.
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1

Introduction and background theory

1.1 Introduction

In all that follows we are going to be concerned with that large class of fractals that
are the attractors of directed graph iterated function systems or IFSs.

The first part of this thesis, in Chapters 2 and 3, was motivated by asking the
question, “Do we really get anything new with a directed graph IFS as opposed to
a standard IFS?” A standard IFS can always be represented as a 1-vertex directed
graph IFS so the question is really, “Do we get anything new with a directed graph
IFS with more than one vertex as opposed to a 1-vertex directed graph IFS?”. In
answering this it is natural to start with some of the simplest directed graph IFSs
defined on R which have directed graphs consisting of 2 vertices and just 4 edges.
We are able to show that the attractor at one of the vertices of a large class of such
2-vertex directed graph IFSs is not the attractor of any standard (1-vertex directed
graph) IFS whatsoever, with or without separation conditions, overlapping or not.
This result is proved in Theorems 3.5.8 and 3.5.9 of Chapter 3. Using Theorem 3.4.7
we calculate the exact Hausdorff measure of these attractors and so we extend the
class of attractors for which the exact Hausdorff measure is known.

In answering our question in the affirmative we produce some mathematics that
is interesting in its own right. For example Proposition 2.3.4 of Chapter 2 gives
an algorithm for calculating the gap lengths of any attractor of any directed graph
IFS defined on R for which the convex strong separation condition (CSSC) holds.
Corollary 2.3.5 gives an expression for the set of gap lengths as a finite union of cosets
of finitely generated semigroups of positive real numbers, where the generators of
the semigroups are contracting similarity ratios of simple cycles in the graph. Of
interest is Theorem 3.4.7 of Chapter 3 because it gives sufficient conditions for the
calculation of the Hausdorff measure of both of the attractors of a class of 2-vertex
directed graph IFSs. This adds to the work of Ayer and Strichartz [AS99] and
Marion [Mar86].

The second part in Chapter 4 extends the work of Olsen [Ols02b], from the
standard (1-vertex) setting to a general directed graph setting in n-dimensional
Euclidean space. We obtain an explicit calculable value for the power law behaviour
as r → 0+, of the qth packing moment of µu on Fu, for the non-lattice case, with a

10



1.2 Definitions and notation 11

corresponding limit for the lattice case. We do this

(i) for any q ∈ R if the strong separation condition holds,

(ii) for q > 0 if the weaker open set condition holds and the matrix B(q, γ, l),
defined in Subsection 4.2.6, is irreducible.

In the non-lattice case this enables the rate of convergence of the packing Lq-
spectrum to be determined.

We also show, for (ii) but allowing q ∈ R, that the upper multifractal q box-
dimension with respect to µu of the set consisting of all the intersections of the
components of Fu is strictly less than the multifractal q Hausdorff dimension with
respect to µu of Fu.

The rest of this chapter is concerned with the basic definitions and notation that
we will need, together with the background theory that provides the starting point
for the work that follows.

1.2 Definitions and notation

Standard definitions are assumed wherever they are not explicitly stated, so for ex-
ample we take as given, the basic set theory definitions and notation, the definitions
of the set of positive integers N, the set of positive real numbers R+, the set of real
numbers R, the definition of a metric space and so on. Many definitions are included
as much for their notation as for their meaning. A selection of textbooks that could
be consulted by the reader for definitions not given in the text are [All91], [Apo78],
[Edg00], [Fal03], and [Mad88]. When we make a definition we will put the object
being defined in italics.

1.2.1 Some basic definitions and notation

In these definitions (X, d) is a metric space.
The empty set, is the set with no elements, ∅ = { } = {x : x ∈ X, x 6= x}.
We use the notation #A for the number of elements in a (finite) set A.
For A,B ⊂ X the set difference or complement of B with respect to A is defined

as A \B = {x : x ∈ A, x /∈ B}.
Let x ∈ X, then the closed ball of centre x and radius r > 0, is defined as

B(x, r) = {y : y ∈ X, d(x, y) 6 r} .

The open ball of centre x and radius r > 0, is defined as

S(x, r) = {y : y ∈ X, d(x, y) < r} .

A set A ⊂ X is open if and only if for every x ∈ A there exists r > 0 such that
S(x, r) ⊂ A.

A set A ⊂ X is closed if and only if X \ A is open.
A non-empty set A ⊂ R is bounded above if there exists a real number b ∈ R,

such that a 6 b, for all a ∈ A. Any such number b is called an upper bound for A.
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The completeness axiom for R ensures that any non-empty set of real numbers,
A ⊂ R, that is bounded above, has a least upper bound or supremum which we
denote by supA. Specifically for a non-empty set A ⊂ R, that is bounded above,
there exists supA ∈ R, such that

(i) a 6 supA, for all a ∈ A,
and (ii) if b is an upper bound for A, then supA 6 b.

If A is not bounded above then we put supA = +∞ and if A = ∅ we put supA =
−∞. The greatest lower bound or infimum is defined in a similar way and is denoted
by inf A. In those cases where it is clear supA ∈ A or inf A ∈ A, we may use the
notation maxA or minA in place of supA or inf A.

We use the conventional notation for a real interval, so for a, b ∈ R, [a, b] = {x :
x ∈ R, a 6 x 6 b}, (a, b) = {x : x ∈ R, a < x < b}, [a,+∞) = {x : x ∈ R, a 6 x}
and so on.

The diameter of a non-empty set A ⊂ X, is defined as

|A| = sup {d(x, y) : x, y ∈ A} ,

and we put |∅| = 0.
The distance between a point x ∈ X and a non-empty set A ⊂ X, is defined as

dist(x,A) = inf {d(x, a) : a ∈ A} .

The distance between non-empty sets A,B ⊂ X, is defined as

dist(A,B) = inf {d(a, b) : a ∈ A, b ∈ B} .

Let a, b be any objects, then the ordered pair (a, b) can be defined as the set{
{a}, {a, b}

}
. It follows that (a, b) = (u, v) if and only if a = u and b = v. In

general we may define an ordered n-tuple (a1, a2, . . . , an) in a similar way, which has
the property (a1, a2, . . . , an) = (b1, b2, . . . , bn) if and only if ai = bi for 1 6 i 6 n.

Let A, B be given sets, then A × B = {(a, b) : a ∈ A, b ∈ B} is the Cartesian
product of A and B. The Cartesian n-fold product is defined in a similar way with
elements that are ordered n-tuples. An example is n-dimensional Euclidean space,
this is the Cartesian n-fold product of R, which we denote by

Rn = R× R× · · · × R︸ ︷︷ ︸
n times

= {(x1, x2, . . . , xn) : xi ∈ R, 1 6 i 6 n} .

As Rn is a real linear space, for the vector translation of a set A ⊂ Rn by a vector
t ∈ Rn, we use the notation

A+ t = {a+ t : a ∈ A}

and for the scalar multiple of a set A ⊂ Rn by k ∈ R,

kA = {ka : a ∈ A} .

We will often use a notation of the form (Ac)c∈B and (A)c∈B, when B is a finite
set of n elements, as this is just a convenient way of writing down ordered n-tuples.
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That is, if B is ordered as B = (b1, b2, . . . , bn), then (Ac)c∈B and (A)c∈B are the
ordered n-tuples

(Ac)c∈B = (Ab1 , Ab2 , . . . , Abn),

(A)c∈B = (A,A, . . . , A).

A relation is a set of ordered pairs.
A function, map, mapping or transformation f is a relation, such that if (a, b) ∈ f

and (a, c) ∈ f then b = c. If (a, b) ∈ f it is usual to write the uniquely determined
b as b = f(a). If A and B are any sets, we use the notation f : A → B to mean
f ⊂ A × B and that f is a function from the set A to the set B, that is to each
point a ∈ A is associated a unique point f(a) ∈ B. In this case the domain of f is
A and the range or image of f is a subset of B. We use the notation f(A) for the
image of f , that is

f(A) = {f(a) : a ∈ A} ⊂ B.

A function f : A → B is an injection if (a1, b) ∈ f and (a2, b) ∈ f implies a1 = a2,
f is a surjection if f(A) = B, and f is a bijection if f is both an injection and a
surjection.

We use the symbol ◦ to indicate the composition of functions, so if f : A → B,
g : B → C, then g ◦ f : A→ C, with (g ◦ f)(a) = g(f(a)) for each a ∈ A.

A sequence is an ordered list of elements or symbols from a specified set A.
Formally we define an infinite sequence, (a1, a2, a3, . . .), as a function a : N →
A, using the notation AN for the set of all such infinite sequences. We define a
finite sequence (a1, a2, a3, . . . , an), as a function a : {1, 2, . . . , n} → A, using the
notation An for the set of all such finite sequences of length n. It is conventional
to write a(i) = ai, for i ∈ N. We use round brackets to distinguish sequences
which are ordered from the curly brackets used for unordered sets. A finite string
is a finite sequence the only difference being one of representation. For example if
S = {a, b, c} then (a, b, b, a, c, b), represents a finite sequence of elements from S,
and abbacb represents the mathematically equivalent finite string of symbols from
S. An infinite string is an infinite sequence and we may use any of the notations
a = (an) = (a1, a2, a3, . . .) = a1a2a3 . . .. We use a|k to indicate the restriction of a
sequence to its first k terms, so a|k = a1a2 · · · ak.

A cylinder set [b1b2 · · · bk] in a set B ⊂ AN is defined as

[b1b2 · · · bk] = {a : a ∈ B, a|k = b1b2 · · · bk} ,

that is, the set of all sequences in B that start with the same prefix b1b2 · · · bk.
For a union of the sets {Aα : α ∈ I} we will use the notation⋃

α∈I

Aα = {x : x ∈ Aα for at least one α ∈ I} .

If I = N, {Ai} may be used as an abbreviation of {Ai : i ∈ N} and we may write
the union as

∞⋃
i=1

Ai = {x : x ∈ Ai for at least one i ∈ N} .
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We will use similar notation for an intersection of sets.
Any collection of open sets, {Aα : α ∈ I}, such that A ⊂

⋃
α∈I Aα, is called an

open cover of A and {Aα : α ∈ I} contains a finite subcover if A ⊂
⋃
β∈J Aβ, where

J ⊂ I is a finite indexing set.
A set A ⊂ X is compact if and only if any every open cover of A contains a finite

subcover. In n-dimensional Euclidean space (Rn, | |), a set is compact if and only
if it is closed and bounded.

The interior of a set A ⊂ X, denoted by A◦, is the largest open set contained in
A, that is

A◦ =
⋃
G∈G

G,

where G = {G : G ⊂ A, G is open }.
The closure of a set A ⊂ X, denoted by A, is the smallest closed set containing

A, that is

A =
⋂
F∈F

F,

where F = {F : A ⊂ F, F is closed }.
A set A ⊂ Rn is convex if and only if, whenever x, y ∈ A,

λx+ (1− λ)y ∈ A

for all λ ∈ [0, 1].
The convex hull of a set A ⊂ Rn, denoted by C(A), is the smallest convex set

containing A, that is

C(A) =
⋂

C∈C(A)

C.

where C(A) = {C : A ⊂ C ⊂ Rn, C is convex }.
We often need to use the lower and upper limits of functions of the form f :

R+ → R, as x → 0+, see [Fal03]. For an example of the use of these limits see the
definition of the box counting dimension in Subsection 1.2.4. The lower limit of f
as x→ 0+ is defined as

lim
x→0+

f(x) = lim
r→0+

(inf {f(x) : 0 < x < r}).

The upper limit of f as x→ 0+ is defined as

lim
x→0+

f(x) = lim
r→0+

(sup {f(x) : 0 < x < r}).

These limits always exist as extended real numbers in R ∪ {−∞,+∞} with

lim
x→0+

f(x) 6 lim
x→0+

f(x).

Also limx→0+ f(x) exists as an extended real number if and only if

lim
x→0+

f(x) = lim
x→0+

f(x) = lim
x→0+

f(x)
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1.2.2 Measure theory

We remind the reader that (X, d) is a metric space, although much of measure theory
holds in more general settings.

A set A, whose elements are subsets of a set X, is an algebra if
(a) ∅, X ∈ A.
(b) If B ∈ A then X \B ∈ A.
(c) If Bi ∈ A for 1 6 i 6 n, then

⋃n
i=1 Bi ∈ A.

A set A∗, whose elements are subsets of a set X, is a σ-algebra if
(a) ∅, X ∈ A.
(b) If B ∈ A then X \B ∈ A.
(c) If Bi ∈ A∗ for i ∈ N, then

⋃∞
i=1Bi ∈ A∗.

A measure µ on an algebra A, also called a premeasure, is a non-negative extended
real-valued function, µ : A→ [0,+∞], where A is an algebra of subsets of a set X,
such that µ(∅) = 0, and if (Bi) is a countable sequence of disjoint sets in A, with⋃∞
i=1Bi ∈ A, then

µ

( ∞⋃
i=1

Bi

)
=
∞∑
i=1

µ(Bi).

A measure µ, is a non-negative extended real-valued function, µ : A∗ → [0,+∞],
where A∗ is a σ-algebra of subsets of a set X, such that µ(∅) = 0, and µ is countably
additive in the sense that if (Bi) is a countable sequence of disjoint sets in A∗, then

µ

( ∞⋃
i=1

Bi

)
=
∞∑
i=1

µ(Bi).

Countable additivity implies that µ is an increasing set function, that is if B,C ∈ A∗
and B ⊂ C, then µ(B) 6 µ(C). If µ(X) = 1 then µ is a probability measure.

An outer measure ν, is a non-negative extended real-valued function, ν : P(X)→
[0,+∞], where P(X) is the set of all subsets of a set X, such that ν(∅) = 0, if
B,C ∈ P(X) and B ⊂ C, then ν(B) 6 ν(C), and ν is countably subadditive in the
sense that if (Bi) is any countable sequence of sets in P(X) then

ν

( ∞⋃
i=1

Bi

)
6

∞∑
i=1

ν(Bi).

A subset A ⊂ X is ν-measurable if

ν(B) = ν(B ∩ A) + ν(B \ A),

for all subsets B ⊂ X. Let M be the set of all ν-measurable sets then M is a
σ-algebra and the restriction of ν to M is a measure, see Theorem 1.2, [Fal85].

Let U be the set of all open sets in X, then the set of all subsets of X, P(X),
is a σ-algebra that contains U . The intersection of all the σ-algebras containing U
is also a σ-algebra, it is the smallest σ-algebra containing U and is called the Borel
σ-algebra, its elements are known as the Borel sets. Equivalently the set of Borel
sets of X can be defined as the smallest σ-algebra containing the closed subsets of
X.
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An (outer) measure ν is a Borel measure if all Borel sets are ν-measurable.
An (outer) measure ν is a Borel regular measure if it is a Borel measure and if

for every A ⊂ X there is a Borel set B such that A ⊂ B and ν(A) = ν(B).
Let µ be any measure defined on the Borel sets in Rn, then the support of µ is

the smallest closed set suppµ such that µ(Rn \ suppµ) = 0.

1.2.3 Hausdorff measure

In the definition of Hausdorff measure that follows, the symbol | | is used for the
diameter of a set. We also use | | to indicate the length of a sequence and the
Euclidean metric in Rn. Hopefully it will always be clear from the context, and
from a simple examination of the arguments it is applied to, what is the intended
meaning of | |.
{Ui} is a δ-cover of A, if {Ui} is a countable (or finite) collection of sets of

diameter at most δ that cover A, that is A ⊂
⋃∞
i=1 Ui and 0 6 |Ui| 6 δ for each

i ∈ N.
Let s > 0, we write Hs

∞(A) for the Hausdorff s-content of a set A, with

Hs
∞(A) = inf

{
∞∑
i=1

|Ui|s : {Ui} is a cover of A

}
,

where there is no retriction on the diameters of the covers.
For any δ > 0, we define

Hs
δ(A) = inf

{
∞∑
i=1

|Ui|s : {Ui} is a δ-cover of A

}
.

Hs
δ is an outer measure on Rn, see [Fal85], as it is an increasing set function and it

is subadditive. It is not a Borel measure though because it is non-additive on Borel
sets, for an example see [Mat99], Chapter 4, Exercise 1.

As δ decreases Hs
δ(A) increases and so approaches a limit as δ → 0+, which we

write as
Hs(A) = lim

δ→0+
Hs
δ(A).

Hs is an outer measure on Rn and the restriction of Hs to the σ-algebra of Hs-
measurable sets is called the s-dimensional Hausdorff measure. For a proof that Hs

is a Borel regular measure see Corollary 4.5, [Mat99].
We follow [Mat99] and define 00 = 1 and |∅|s = 0 whenever they appear in the

above definitions. Since we defined |∅| = 0 in Subsection 1.2.1, |∅|s = 0 anyway for
s > 0, however confusion may arise for s = 0. We require |∅|0 = 0 so that H0(∅) = 0,
and we require 00 = 1 so that H0 is the counting measure with

H0(A) = number of points in the set A.

1.2.4 Hausdorff and box-counting dimension

It can be shown, see [Fal03], using the definitions of Hs
δ and Hs in Subsection 1.2.3,

that for A ⊂ Rn, Hs(A) <∞ implies Ht(A) = 0, for t > s > 0. The contrapositive
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of this statement is that Ht(A) > 0 implies Hs(A) =∞, for t > s > 0. This means
that there is a critical value of t at which Ht(A) jumps from ∞ to 0. This critical
value is known as the Hausdorff dimension of A, and is denoted by dimH A, where
0 6 dimHA 6 n, and

Ht(A) =

{
∞ if 0 6 t < dimH A,

0 if t > dimH A.

Formally the Hausdorff dimension of any set A ⊂ Rn is defined as

dimH A = inf
{
t : t > 0, Ht(A) = 0

}
= sup

{
t : t > 0, Ht(A) =∞

}
,

where the supremum of the empty set is taken to be 0. We will usually use the
letter s to denote the Hausdorff dimension of a set A. For s = dimHA, Hs(A) may
be zero, infinite or may satisfy 0 < Hs(A) <∞.

For s = dimHA, A is an s-set if A is a Borel set and 0 < Hs(A) <∞.
Let A be any bounded subset of Rn and let Nδ(A) be the smallest number of

sets of diameter at most δ which can cover A. The lower and upper box-counting
dimensions of A, see [Fal03], are defined as

dimBA = lim
δ→0+

lnNδ(A)

− ln δ
,

dimBA = lim
δ→0+

lnNδ(A)

− ln δ
.

If these limits are equal then the box-counting dimension of A is

dimBA = lim
δ→0+

lnNδ(A)

− ln δ
.

1.2.5 The Hausdorff metric

Let A be a non-empty subset of Rn, then for r > 0, the closed r-neighbourhood of
A is defined as

A(r) = {x : x ∈ Rn, dist(x,A) 6 r} ,

see Subsection 1.2.1 for the definition of the distance function.
Let K(Rn) denote the set consisting of all the non-empty compact subsets of Rn,

then the Hausdorff metric is defined, for any A,B ∈ K(Rn), as

dH(A,B) = inf {r : A ⊂ B(r), B ⊂ A(r)} . (1.2.1)

An equivalent definition of the Hausdorff metric, is given by

dH(A,B) = max {dist(a,B), dist(b, A) : a ∈ A, b ∈ B} ,

see [Mat99].
It can be shown that (K(Rn), dH) is a complete metric space, see for example

Theorem 2.5.3 [Edg00].
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For a finite set V , containing #V elements, we will use the following notation
for the #V -fold Cartesian product of K(Rn),

(K(Rn))#V = K(Rn)×K(Rn)× · · · ×K(Rn)︸ ︷︷ ︸
#V times

.

For any ordered #V -tuples (Au)u∈V , (Bu)u∈V ∈ (K(Rn))#V , we may define a metric
DH as

DH

(
(Au)u∈V , (Bu)u∈V

)
= max {dH(Au, Bu) : u ∈ V } . (1.2.2)

Using the completeness of the space (K(Rn), dH), it is a routine matter to show that
the product space ((K(Rn))#V , DH) is also a complete metric space.

1.2.6 Lipschitz functions, contraction mappings, similarities and the Euclidean metric

Let (X, dX) and (Y, dY ) be metric spaces. A function f : X → Y is a Lipschitz
function if there is a non-negative real number M , such that

dY (f(x), f(y)) 6 MdX(x, y), for all x, y ∈ X.

The least such number M is the Lipschitz constant for f .

Let (X, d) be a metric space. A function f : X → X is a contraction mapping if
there is a real number c, 0 6 c < 1, such that

d(f(x), f(y)) 6 cd(x, y), for all x, y ∈ X,

Any such real number c is a contraction ratio for f .

If 0 < c and

d(f(x), f(y)) = cd(x, y), for all x, y ∈ X,

then f is a similarity and c is the similarity ratio.

In this thesis we are mainly concerned with n-dimensional Euclidean space,
(Rn, | |), which is a complete space with respect to the Euclidean metric. For
x, y ∈ Rn, the Euclidean metric | |, is defined as

|x− y| =

(
n∑
i=1

(xi − yi)2

) 1
2

.

So a similarity S : Rn → Rn satisfies

|S(x)− S(y)| = rS |x− y| , for all x, y ∈ Rn,

where 0 < rS, is the similarity ratio of S. If 0 < rS < 1 then S is a contracting
similarity and rS is its contracting similarity ratio.
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1.2.7 Directed graphs

A vertex is a node or point. If u and v represent (not necessarily distinct) vertices
then a (directed) edge, e, from u to v is a directed arc or arrow that connects u to
v. The initial and terminal vertex functions i and t (defined below) give the initial
(start) and terminal (end) vertices of an edge, so for an edge e from u to v, i(e) = u
and t(e) = v. A finite (directed) path, e, which is of length |e| = k ∈ N, is a finite
string of consecutive edges, and may be written as e = e1 · · · ek for some edges ei,
1 6 i 6 k, where t(ej) = i(ej+1) for 1 6 j 6 k − 1. The vertices of a path are the
initial and terminal vertices of its constituent edges, so the set of vertices of a path
e = e1 · · · ek is the set {i(e1), t(ei) : 1 6 i 6 k}. We define the vertex list of e as the
finite string of consecutive vertices, v1v2v3 · · · vk+1 = i(e1)t(e1)t(e2) · · · t(ek), which
shows the order in which the path e visits its vertices.

A directed graph,
(
V,E∗, i, t

)
, consists of the set of all vertices V and the set of

all finite (directed) paths E∗, together with the initial and terminal vertex functions
i : E∗ → V and t : E∗ → V . E1 denotes the set of all (directed) edges in the
graph, that is the set of all paths of length one, with E1 ⊂ E∗. V and E1 are always
assumed to be finite sets.

The initial and terminal vertex functions are defined as follows. Let e ∈ E∗ be
any finite path, then we may write e = e1 · · · ek for some edges ei ∈ E1, 1 6 i 6 k.
The initial vertex of e is the initial vertex of its first edge, so i(e) = i(e1) and
similarly for the terminal vertex t(e) = t(ek). If we wish to indicate the initial
vertex of a path l, as v say, we may use the notation lv.

For f ,g ∈ E∗, f is a subpath of g if and only if g = sft for some s, t ∈ E∗,
where we assume the empty path is an element of E∗. We use the notation f ⊂ g
to indicate that f is a subpath of g.

For f ,g ∈ E∗, f is not a subpath of g if and only if g 6= sft for all s, t ∈ E∗,
where we assume the empty path is an element of E∗. We use the notation f 6⊂ g
to indicate that f is not a subpath of g.

A simple path visits no vertex more than once, so a path e = e1 · · · ek ∈ E∗ is
simple if its vertex list contains exactly k+ 1 different vertices. For simple paths we
use the notation p.

A cycle is a path which has the same initial and terminal vertices, so the path
e ∈ E∗ is a cycle if i(e) = t(e). A cycle is independent of its initial and terminal
vertex, that is if e = e1e2 · · · ek is a cycle then we can also write e = eke1e2 · · · ek−1.

A simple cycle is a cycle which visits no vertex more than once apart from the
initial and terminal vertices which are the same, so if e = e1 · · · ek ∈ E∗ is a simple
cycle then i(e) = t(e) and its vertex list contains exactly k different vertices. For
simple cycles we reserve the lower-case bold letter c. A simple cycle of length one
is often called a loop.

We write Ek for the set of all paths of length k, Ek
u for the set of all paths of

length k starting at the vertex u and Ek
uv for the set of all paths of length k starting

at the vertex u and finishing at v. Similarly E∗u denotes the set of all finite paths
starting at the vertex u and E∗uv the set of all finite paths from the vertex u to v.
E∗uu denotes the set of finite paths or cycles which start and end at u. We may write
E 6 k
uv for the set of all paths, from u to v, of length less than or equal to k. For the

set of all infinite paths we write EN, the set of all infinite paths with initial vertex
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u is indicated by EN
u . The restriction of an infinite path e ∈ EN to its first k edges

is denoted by e|k. We use D∗uv for the set of all finite simple paths from the vertex
u to the vertex v, with D∗uv ⊂ E∗uv.

1.2.8 Directed graph iterated function systems(
V,E∗, i, t, r, ((Xv, dv))v∈V , (Se)e∈E1

)
denotes a directed graph IFS, where IFS stands

for iterated function system, and
(
V,E∗, i, t, r, p, ((Xv, dv))v∈V , (Se)e∈E1

)
denotes a

directed graph IFS with probabilities.
(
V,E∗, i, t

)
is the directed graph of any such

IFS (see Subsection 1.2.7) and we always assume the directed graph is strongly
connected, so there is at least one path connecting any two vertices. We also assume
that each vertex in the directed graph has at least two edges leaving it, this is to avoid
self-similar sets that consist of just single point sets, and attractors that are just
scalar copies of those at other vertices (see [EM92]). The functions r : E∗ → (0, 1)
and p : E∗ → (0, 1) assign contraction ratios and probabilities to the finite paths
in the graph. To each vertex v ∈ V , is associated a complete metric space (Xv, dv)
and to each directed edge e ∈ E1 is assigned a contraction Se : Xt(e) → Xi(e) which
has the contraction ratio given by the function r(e) = re. We follow the convention
already established in the literature, see [Edg00] or [EM92], that a similarity maps
in the opposite direction to the direction of the edge it is associated with in the
graph.

The probability function p : E∗ → (0, 1), where for an edge e ∈ E1 we write
p(e) = pe, is such that

∑
e∈E1

u

pe =
∑
v∈V

( ∑
e∈E1

uv

pe

)
= 1, (1.2.3)

for any vertex u ∈ V . That is the probability weights across all the edges leaving
a vertex always sum to one. For a path e = e1e2 · · · ek ∈ E∗ we define p(e) =
pe = pe1pe2 · · · pek . Similarly for the contraction ratio function r : E∗ → (0, 1),
the contraction ratio along a path e = e1e2 · · · ek ∈ E∗ is defined as r(e) = re =
re1re2 · · · rek . The ratio re is the ratio for the contraction Se : Xt(e) → Xi(e) along
the path e, where Se = Se1 ◦ Se2 ◦ · · · ◦ Sek .

For a simple cycle c we reserve a capital C to represent the contraction ratio
along c, so we may write r(c) = rc = C.

In this thesis we are only going to be concerned with directed graph IFSs de-
fined on n-dimensional Euclidean space, with ((Xv, dv))v∈V = ((Rn, | |))v∈V and
where (Se)e∈E1 are contracting similarities and not just contractions. The reader
may assume then, whenever the notation

(
V,E∗, i, t, r, ((Rn, | |))v∈V , (Se)e∈E1

)
or(

V,E∗, i, t, r, p, ((Rn, | |))v∈V , (Se)e∈E1

)
appears in the text, that for each e ∈ E1,

Se : Rn → Rn is a contracting similarity with re, 0 < re < 1 its contracting similarity
ratio.

We will often write k-vertex IFS as a shortening of k-vertex directed graph IFS.
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1.2.9 The spectral radius of the matrix A(t)

Let v = (v1, v2, . . . , vn)T and w = (w1, w2, . . . , wn)T be two real n-dimensional
(column) vectors. We define v 6 w as follows

v 6 w if and only if vi 6 wi for all i, 1 6 i 6 n,

and similarly
v < w if and only if vi < wi for all i, 1 6 i 6 n,

We denote the zero vector as 0 = (0, 0, . . . , 0)T . A vector v is a positive vector if
0 < v and is a non-negative vector if 0 6 v. Using Mij for the ijth entry of a
matrix M, these definitions can be extended to the set of real m ×m matrices in
the obvious way. A non-negative matrix M, has 0 6 Mij for all of its entries, that is
for all 1 6 i, j 6 m. For two non-negative matrices C, D, C 6 D means Cij 6 Dij

for all 1 6 i, j 6 m and C = D means Cij = Dij for all 1 6 i, j 6 m.
A non-negative m ×m matrix M is irreducible if, for each 1 6 i, j 6 m, there

exists n = n(i, j) ∈ N, which may depend on i and j, such that the ijth entry of
Mn is positive, that is

Mn
ij > 0.

If m is the number of vertices in the directed graph of a directed graph IFS, that
is m = #V , let A(t) denote the real m×m matrix whose uvth entry is

Auv(t) =
∑
e∈E1

uv

rte,

where t > 0. Clearly as re, e ∈ E1, are positive similarity ratios, the matrix A(t)
is non-negative. Since the graph is strongly connected there is at least one path
e ∈ E∗uv from any vertex u to any vertex v, and for such e, if n = n(u, v) = |e| then
it follows that the uvth entry of An(t) is

Anuv(t) =
∑

e∈Enuv

rte > 0,

and so A(t) is irreducible. The Perron-Frobenius Theorem, see Theorem 1.1, [Sen73],
now ensures that

• A(t) has a real eigenvalue r > 0, such that r > |λ| for any eigenvalue λ 6= r.

• r has strictly positive left and right eigenvectors, which are unique up to a
scaling factor.

Let ρ (A(t)) = r, then we call ρ (A(t)) the spectral radius of the matrix A(t), and
we may write

ρ (A(t)) = max {|λ| : λ is an eigenvalue of A(t)} . (1.2.4)

In general we will use s to denote the unique non-negative number that is the solution
of

ρ (A(t)) = 1.

For a proof of the existence and uniqueness of s see [MW88] or [Edg00]. We denote
by h the unique, up to scaling, positive eigenvector such that

A(s)h = ρ (A(s)) h = h. (1.2.5)
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1.2.10 Separation conditions

A directed graph IFS,
(
V,E∗, i, t, r, ((Rn, | |))v∈V , (Se)e∈E1

)
, as defined in Subsection

1.2.8, determines a unique list of non-empty compact sets (Fu)u∈V ∈ (K(Rn))#V .
This is a fundamental property of directed graph IFSs and is proved in Theorem 1.3.4
which follows in Section 1.3. The sets (Fu)u∈V are often referred to as the unique
list of attractors or self-similar sets of the system. In order to obtain meaningful
results about such attractors it is often necessary to restrict the directed graph IFS
to a system which satisfies one or more of the separation conditions that are defined
below.

Since an attractor Fu is a compact set it follows that the convex hull C(Fu) is
also compact for each u ∈ V . We write the #V -fold Cartesian product of Rn as

(Rn)#V = Rn × Rn × · · · × Rn︸ ︷︷ ︸
#V times

.

• The open set condition (OSC) is satisfied if and only if there exist non-empty
bounded open sets (Uu)u∈V ⊂ (Rn)#V , with for each u ∈ V ,

Se(Ut(e)) ⊂ Uu for all e ∈ E1
u

and

Se(Ut(e)) ∩ Sf (Ut(f)) = ∅ for all e, f ∈ E1
u, with e 6= f.

See [Hut81], [Fal03] or [Edg00].

• The strong open set condition (SOSC) is satisfied if and only if the OSC is
satisfied for non-empty bounded open sets (Uu)u∈V ⊂ (Rn)#V , where for each
u ∈ V ,

Fu ∩ Uu 6= ∅.

See [Wan97].

• The convex open set condition (COSC) is satisfied if and only if the OSC is
satisfied for non-empty bounded open sets (Uu)u∈V ⊂ (Rn)#V , where these
sets are also convex. See [FW09].

• The strong separation condition (SSC) is satisfied if and only if for each u ∈ V ,

Se(Ft(e)) ∩ Sf (Ft(f)) = ∅ for all e, f ∈ E1
u, with e 6= f.

• The convex strong separation condition (CSSC) is satisfied if and only if for
each u ∈ V ,

Se(C(Ft(e))) ∩ Sf (C(Ft(f))) = ∅ for all e, f ∈ E1
u, with e 6= f.
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If the COSC holds then it can be shown that the OSC is satisfied by the convex
open sets (C(Fu)

◦)u∈V , provided C(Fu)
◦ 6= ∅ for each u ∈ V . If however C(Fu)

◦ = ∅
for some u ∈ V then we may reduce the dimension n, of the parent space Rn, in which
the system is constructed. As an example the Cantor set, C, can be generated as a
subset of R2 by using the similarities S1(x) = 1

3
x, S2(x) = 1

3
x + (2

3
, 0), for x ∈ R2,

where (2
3
, 0) is a point in R2. Now C(C)◦ = ([0, 1] × {0})◦ = ∅ in R2, whereas

C(C)◦ = (0, 1), an open interval in R. This is because whether a set is open or not
depends on the parent space being referred to.

For 1-vertex directed graph IFSs the OSC was shown to be equivalent to the
SOSC in [Sch94]. For general directed graph IFSs this equivalence is given by the
following theorem which is proved in [Wan97].

Theorem 1.2.1. Let
(
V,E∗, i, t, r, ((Rn, | |))v∈V , (Se)e∈E1

)
be a directed graph IFS,

let (Fu)u∈V be the unique invariant list of non-empty compact sets as given in The-
orem 1.3.4. The following statements are equivalent.

(a) The OSC holds.

(b) The SOSC holds.

(c) Hs(Fu) > 0, for each u ∈ V , where s = dimH Fu.

Proof. That (b) implies (a) follows from the definitions. That (a) implies (c) is given
in Theorem 1.3.7. That (c) implies (b) is given in [Wan97].

In Chapters 2 and 3 we will be mainly concerned with systems in R for which
the CSSC holds. In Chapter 4 we consider systems in Rn for which the OSC/SOSC
holds.

1.3 Background theory

In this section we give the main results that form the starting point for the mathe-
matics in the chapters that follow.

A proof of the Contraction Mapping Theorem, also known as the Banach fixed-
point principle, may be found in [Edg00], [Apo78] or [Mad88].

Theorem 1.3.1 (Contraction Mapping Theorem). Let (X, d) be a complete metric
space, and let f : X → X be a contraction mapping. Then there is a unique element
xf ∈ X, such that

f(xf ) = xf .

Also, for each x ∈ X, the sequence of iterates

x, f(x), f 2(x), f 3(x), . . .

converges to the unique fixed point xf . That is for any x ∈ X,

d(fk(x), xf )→ 0, as k →∞.
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1.3.1 Self-similar sets

In this subsection ((K(Rn))#V , DH) is the complete metric space defined in Subsec-
tion 1.2.5, where each component K(Rn) is the set of non-empty compact subsets
of Rn, and DH is the metric defined in Equation (1.2.2), derived from the Hausdorff
metric dH.

Our next lemma is Proposition 2.5.6 of [Edg00].

Lemma 1.3.2. Let (Am) be a sequence of non-empty compact sets with Am ∈
K(Rn), for each m ∈ N ∪ {0}, and suppose they decrease, that is

A0 ⊃ A1 ⊃ A2 ⊃ · · · ,

then (Am) converges, with respect to the Hausdorff metric dH, to the non-empty
compact set A ∈ K(Rn), where A =

⋂∞
m=0Am.

In the next lemma we use the notation (A0,u)u∈V ⊃ (A1,u)u∈V to mean A0,u ⊃ A1,u

componentwise for each u ∈ V and so on.

Lemma 1.3.3. Let ((Am,u)u∈V ) be a sequence of non-empty compact sets with
(Am,u)u∈V∈ (K(Rn))#V , for each m ∈ N ∪ {0}, and suppose they decrease, that
is

(A0,u)u∈V ⊃ (A1,u)u∈V ⊃ (A2,u)u∈V ⊃ · · · ,
then ((Am,u)u∈V ) converges, with respect to the Hausdorff metric DH, to the non-
empty compact set (Au)u∈V ∈ (K(Rn))#V , where

(Au)u∈V =
∞⋂
m=0

(Am,u)u∈V =

( ∞⋂
m=0

Am,u

)
u∈V

.

Proof. Lemma 1.3.2 proves that if (An), n ∈ N ∪ {0}, is a decreasing sequence of
non-empty compact sets in K(Rn) then it converges with respect to the Hausdorff
metric dH, to a non-empty compact set A ∈ K(Rn) where A =

⋂∞
n=0An. So for

each u ∈ V the component sequence (An,u) converges to a non-empty compact set
Au with respect to the Hausdorff metric dH, where Au =

⋂∞
n=0An,u and the lemma

now follows immediately from the definition of the metric DH.

In the special case of a 1-vertex directed graph IFS, the next theorem is the same
as Theorem 9.1 of [Fal03]. As pointed out in Subsection 1.2.8, we are only going to
be concerned with directed graph IFSs where (Se)e∈E1 are contracting similarities,
but we have taken care in the proof that follows, so that it is still valid if we take
(Se)e∈E1 to be more general contractions.

Theorem 1.3.4. Let
(
V,E∗, i, t, r, ((Rn, | |))v∈V , (Se)e∈E1

)
be a directed graph IFS,

and let the function f : (K(Rn))#V → (K(Rn))#V , be given by

f
(
(Au)u∈V

)
=

( ⋃
e∈E1

u

Se(At(e))

)
u∈V

, (1.3.1)

for each (Au)u∈V ∈ (K(Rn))#V .
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Then there exists a unique list of non-empty compact sets (Fu)u∈V ∈ (K(Rn))#V ,
such that

f
(
(Fu)u∈V

)
=

( ⋃
e∈E1

u

Se(Ft(e))

)
u∈V

= (Fu)u∈V , (1.3.2)

and where, for any (Au)u∈V ∈ (K(Rn))#V ,

DH

(
fk
(
(Au)u∈V

)
, (Fu)u∈V

)
→ 0, as k →∞. (1.3.3)

For any (Bu)u∈V ∈ (K(Rn))#V , such that f
(
(Bu)u∈V

)
⊂ (Bu)u∈V , where we put

f 0
(
(Bu)u∈V

)
= (Bu)u∈V ,

(Fu)u∈V =
∞⋂
k=0

fk
(
(Bu)u∈V

)
. (1.3.4)

Proof. First we state two results that will be needed. For any A,B,C,D ∈ K(Rn),

dH(A ∪B,C ∪D) 6 max {dH(A,C), dH(B,D)} , (1.3.5)

and also for any contracting similarity of the system, Se : Rn → Rn, e ∈ E1, we
have

dH(Se(A), Se(B)) 6 redH(A,B). (1.3.6)

The graph is strongly connected, so any vertex must be the terminal vertex of at least
one edge and the set of vertices in the graph can be written as V = {t(e) : e ∈ E1},
we use this fact in the inequalities that follow. For (Au)u∈V , (Bu)u∈V ∈ (K(Rn))#V ,

DH

(
f
(
(Au)u∈V

)
, f
(
(Bu)u∈V

))
= max

{
dH

( ⋃
e∈E1

u

Se(At(e)),
⋃
e∈E1

u

Se(Bt(e))

)
: u ∈ V

}
(by (1.3.1))

6 max
{
dH(Se(At(e)), Se(Bt(e))) : u ∈ V, e ∈ E1

u

}
(by (1.3.5))

6 max
{
re : e ∈ E1

}
max

{
dH(At(e), Bt(e)) : e ∈ E1

}
(by (1.3.6))

= max
{
re : e ∈ E1

}
max

{
dH(Au, Bu) : u ∈ V

}
= max

{
re : e ∈ E1

}
DH

(
(Au)u∈V , (Bu)u∈V

)
.

This establishes that f is a contraction mapping with respect to the metric DH,
so Equations (1.3.2) and (1.3.3) follow immediately by Theorem 1.3.1, see Theorem
4.3.5 in [Edg00].

For Equation (1.3.4), we note that
(
fk
(
(Bu)u∈V

))
is a decreasing sequence of non-

empty compact sets in the metric space ((K(Rn))#V , DH) and so it will converge,
with respect to the metric DH, to a non-empty compact set (Cu)u∈V ∈ (K(Rn))#V

where

(Cu)u∈V =
∞⋂
k=0

fk
(
(Bu)u∈V

)
,
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by Lemma 1.3.3. That DH

(
(Fu)u∈V , (Cu)u∈V

)
= 0 is given by the triangle inequality

since

DH

(
(Fu)u∈V , (Cu)u∈V

)
6 DH

(
(Fu)u∈V , f

n
(
(Bu)u∈V

))
+DH

(
fn
(
(Bu)u∈V , (Cu)u∈V

)
,

and the right hand side of this expression tends to 0 as n→∞.

A metric space (X, d) is sequentially compact if and only if every sequence in X
has a convergent subsequence, see [Mad88]. We use sequential compactness in the
proof of the next lemma.

Lemma 1.3.5. Let (Fu)u∈V ∈ (K(Rn))#V be the unique invariant list of any directed
graph IFS. For each u ∈ V , let the mapping, φu : EN

u → Fu, be defined for each
infinite path e ∈ EN

u by

φu(e) = x, where {x} =
∞⋂
k=1

Se|k(Ft(e|k)). (1.3.7)

Then φu is surjective. If the SSC is satisfied then φu is bijective.

Proof. For a sequence e ∈ EN
u ,

Se|k(Ft(e|k)) = (Se1 ◦ Se2 ◦ · · · ◦ Sek)(Ft(ek)) = Se1(Se2(· · ·Sek(Ft(ek)) · · · )),

and
(
Se|k(Ft(e|k))

)
is a sequence of non-empty compact sets that decreases with

Fu ⊃ Se1(Ft(e1)) ⊃ Se1(Se2(Ft(e2))) ⊃ · · · .

By Lemma 1.3.2,
(
Se|k(Ft(e|k))

)
converges to a non-empty compact set A ∈ K(Rn)

with respect to dH. Now let α = max {|Fu| : u ∈ V } and rmax = max {re : e ∈ E1}
then ∣∣Se|k(Ft(e|k))

∣∣ = re|k
∣∣Ft(e|k)

∣∣ 6 re|kα 6 rkmaxα, (1.3.8)

and clearly the sequence of diameters
(∣∣Se|k(Ft(e|k))

∣∣) must converge to 0 as k →∞.
Any non-empty compact set of diameter 0 is a singleton set and so A = {x} ⊂ Fu.
This establishes that the map φu is well-defined.

Now consider EN
u as a metric space (EN

u , d1/2), with the metric d1/2 defined, for
e, f ∈ EN

u by

d1/2(e, f) =
1

2k
,

where k ∈ N ∪ {0}, is the length of the longest common prefix of e and f , see
Proposition 2.1.8, [Edg00].

(a) The metric space (EN
u , d1/2) is compact.

A metric space is compact if and only if it is sequentially compact, see Theorem
21, Chapter 2, [Mad88]. We aim to show (EN

u , d1/2) is sequentially compact. Let
(an) = (a1, a2, a3, . . .) be any sequence of paths in EN

u . If the sequence contains
only finitely many different paths then there exists m ∈ N such that an = am for
all n > m and (am, am+1, am+2, . . .) is a convergent subsequence. Now suppose the
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sequence contains infinitely many different paths so that A = {ai : i ∈ N} is an
infinite set. As

A =
⋃
e∈E1

u

(A ∩ [e])

it follows that A ∩ [e1] must also be an infinite set for some edge e1 ∈ E1
u. Let an1

be the first path in the sequence (an) such that an1 ∈ A ∩ [e1]. Because

A ∩ [e1] =
⋃

e∈E1
t(e1)

(A ∩ [e1e])

there exists an edge e2 ∈ E1
t(e1) such that A ∩ [e1e2] is an infinite set. Let an2

be the first path in the sequence (an), such that an2 ∈ A ∩ [e1e2] and an2 6= an1 .
Continuing in this way, for k ∈ N, we may define ank as the first path in (an) such
that ank ∈ A∩ [e1e2 · · · ek], where A∩ [e1e2 · · · ek] is an infinite set, and ank 6= anj for
all 1 6 j < k. This defines a subsequence (ank) of (an) and a path e = e1e2 · · · ∈ EN

u .
For every ε > 0 there exists m ∈ N such that

d1/2(ank , e) 6
1

2m
< ε,

for all k > m, so (ank) converges to e.

(b) φu is continuous.
Let e ∈ EN

u and let ε > 0 then by Equation (1.3.8) there exists k ∈ N such that∣∣Se|k(Ft(e|k))
∣∣ 6 rkmaxα < ε

Now let f ∈ EN
u with d1/2(e, f) < 1

2k
then, from the definition of the metric d1/2, it

follows that e|k = f |k so that φu(e), φu(f) ∈ Se|k(Ft(e|k)) and

|φu(e)− φu(f)| 6
∣∣Se|k(Ft(e|k))

∣∣ < ε.

This establishes that φu is continuous.

(c) φu is surjective.
The continuous image of a compact set is compact, see Theorem 18, Chapter

2, [Mad88] or Theorem 2.3.15, [Edg00]. Parts (a) and (b) imply that φu(E
N
u ) is a

compact subset of Fu which is also clearly non-empty. Now consider e ∈ E1
u with

f = e1e2 · · · ∈ EN
t(e) and e = ee1e2 · · · ∈ EN

u then it follows that φu(e) = Se(φt(e)(f)),
which is enough to show that

φu(E
N
u ) =

⋃
e∈E1

u

Se(φt(e)(E
N
t(e))),

for each u ∈ V . This means that Equation (1.3.2) holds for the list of non-empty
compact sets (φu(E

N
u ))u∈V and so (φu(E

N
u ))u∈V = (Fu)u∈V . Therefore φu is surjective.

Finally if the SSC is satisfied the union on the right hand side of Equation (1.3.1)
is disjoint so Fu will be totally disconnected and φu will be injective.
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Lemma 1.3.6. Let (Fu)u∈V ∈ (K(Rn))#V be the unique invariant list of any directed
graph IFS and suppose that the OSC is satisfied by the non-empty bounded open sets
(Uu)u∈V , then

Fu ⊂ Uu, for each u ∈ V.

Proof. Clearly (Uu)u∈V ∈ (K(Rn))#V and for the function f as defined in Equation
(1.3.1), the OSC ensures that f

(
(Uu)u∈V

)
⊂ (Uu)u∈V . By Theorem 1.3.4, Equation

(1.3.4),

(Fu)u∈V =
∞⋂
k=0

fk
(
(Uu)u∈V

)
⊂ f 0

(
(Uu)u∈V

)
= (Uu)u∈V .

A set A is an s-set if its s-dimensional Hausdorff measure is finite and positive.
The next theorem states the dimension of the attractors of a directed graph IFS and
shows that they are s-sets, provided the OSC holds. For a 1-vertex directed graph
IFS, this theorem is the same as Theorem 9.3 of [Fal03].

Theorem 1.3.7. Let
(
V,E∗, i, t, r, ((Rn, | |))v∈V , (Se)e∈E1

)
be a directed graph IFS

and (Fu)u∈V the unique list of attractors of the system. Let m = #V and let A(t),
t > 0, denote the m×m matrix whose uvth entry is

Auv(t) =
∑
e∈E1

uv

rte.

Let ρ (A(t)) be the spectral radius of A(t), and let s be the unique non-negative real
number that is the solution of ρ (A(t)) = 1.

If the OSC is satisfied then, for each u ∈ V ,

s = dimH Fu = dimB Fu

and
0 < Hs (Fu) < +∞.

Notes on a proof. We prove Hs(Fu) < +∞ in full in part (a) that follows, but we
only indicate an approach for a proof of 0 < Hs(Fu) in part (b), and for a proof of
dimBFu 6 s in part (c).

(a) Hs(Fu) < +∞, for all u ∈ V .
Consider any vertex u ∈ V as fixed. Let h be the unique (up to scaling) positive

eigenvector of Equation (1.2.5). If m = #V and the set of vertices is ordered
as V = (v1, v2, . . . , vm) then we use the notation (hv)v∈V to represent the ordered
m-tuple (hv1 , hv2 , . . . , hvm), so the column eigenvector h can be written as

h = (hv)
T
v∈V = (hv1 , hv2 , . . . , hvm)T .

Let hmin = min {hv : v ∈ V }. It follows that, for any k ∈ N

hu =
(
A(s)kh

)
u

=
∑
e∈Eku

rseht(e) > hmin

∑
e∈Eku

rse,
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that is ∑
e∈Eku

rse 6
hu
hmin

, for all k ∈ N. (1.3.9)

Iterating Equation (1.3.2) of Theorem 1.3.4, for any k ∈ N, we obtain,

Fu =
⋃

e∈Eku

Se(Ft(e)).

Let α = max {|Fv| : v ∈ V } and rmax = max {re : e ∈ E1}, then given any δ > 0, we
may choose k large enough so that∣∣Se(Ft(e))

∣∣ = re
∣∣Ft(e)

∣∣ 6 rkmaxα 6 δ,

for all paths e ∈ Ek
u. For such k the sets

{
Se(Ft(e)) : e ∈ Ek

u

}
are a δ-cover of Fu

with ∑
e∈Eku

∣∣Se(Ft(e))
∣∣s =

∑
e∈Eku

rse
∣∣Ft(e)

∣∣s 6 αs
∑
e∈Eku

rse 6 αs
hu
hmin

,

where the last inequality uses Equation (1.3.9). This means that Hs
δ(Fu) 6 αs hu

hmin
,

for any δ > 0, and so Hs(Fu) 6 αs hu
hmin

< +∞.

(b) 0 < Hs(Fu), for all u ∈ V .
Consider any vertex u ∈ V as fixed. Let p : E∗ → (0, 1) be the probability

function, see Subsection 1.2.8, defined by

pe = h−1
i(e)r

s
eht(e).

Now ∑
e∈E1

u

pe = h−1
u

∑
e∈E1

u

rseht(e) = h−1
u

(
A(s)h

)
u

= 1,

that is ∑
e∈E1

u

pe = 1. (1.3.10)

Also for any finite path e ∈ Ek
u and an edge f ∈ E1

t(e), ef ∈ Ek+1
u , and∑

f∈E1
t(e)

pef = h−1
u

∑
f∈E1

t(e)

rsefht(f) = h−1
u rse

∑
f∈E1

t(e)

rsfht(f)

= h−1
u rse

(
A(s)h

)
t(e)

= h−1
u rseht(e) = pe,

that is ∑
f∈E1

t(e)

pef = pe. (1.3.11)

Let A be the algebra of sets generated by the cylinder sets of the sequence space
EN
u and let µu be defined on any cylinder set [e|k] = [e1e2 · · · ek] ⊂ EN

u by

µu([e|k]) = pe|k ,
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see Subsection 1.2.1 for the definition of a cylinder set and Subsection 1.2.2 for
measure theory definitions. Now (EN

u , d1/2) is a complete, compact metric space and
the cylinder sets in EN

u are both compact and open. This means that ifAi ∈ A, i ∈ N,
are disjoint cylinders and A =

⋃∞
i=1 Ai ∈ A, then {Ai} is an open cover of A. But A

is compact, being a finite union of compact sets, from the definition of the algebra A.
This means that {Ai} must contain a finite subcover and so A =

⋃n
i=1 Ai ∈ A. That

is A 6=
⋃∞
i=1Ai for any infinite collection of disjoint cylinders Ai. Using Equations

(1.3.10) and (1.3.11), we can show that µu(A) =
∑n

i=1 µu(Ai). Also

µu(E
N
u ) =

∑
e∈E1

u

µu([e]) =
∑
e∈E1

u

pe = 1.

This means that µu is a finite premeasure on A and applying Hahn’s Extension
Theorem, see [Bar98], there exists a unique extension of µu to a measure on A∗, the
smallest σ-algebra containing A.

We can use µu to define a probability measure µ̃u on Fu as follows. For any Borel
subset A ⊂ Fu let µ̃u be defined by

µ̃u(A) = (µu ◦ φ−1
u )(A),

where φu is the surjection of Lemma 1.3.5. We define µ̃u on any Borel set A ⊂ Rn

by µ̃u(A) = µ̃u(A ∩ Fu). Also

µ̃u(Fu) = (µu ◦ φ−1
u )(Fu) = µu(E

N
u ) = 1.

The rest of the proof now proceeds in an identical pattern to the proof of Theorem
9.3 given in [Fal03] using an application of the Mass Distribution Principle.

(c) dimBFu 6 s, for all u ∈ V .
Again we omit a proof of this as one can be constructed following that given in

Theorem 9.3, [Fal03].

Since

s = dimH Fu 6 dimBFu 6 dimBFu 6 s,

we obtain

s = dimH Fu = dimB Fu, for all u ∈ V.

Finally we draw the readers attention to another proof that 0 < Hs (Fu) < +∞
which is given in the proof of Theorem 3, [MW88].

1.3.2 Weak convergence and self-similar measures

For the existence and uniqueness of self-similar measures we again apply the Con-
traction Mapping Theorem. First we describe the product space of complete spaces
of measures on which a contraction is then defined. Following [Edg98], Section 2.5,
we write P (Rn) for the set of all Borel probability measures on Rn. Let Vγ denote
the set of all functions h : Rn → R satisfying |h(x)− h(y)| 6 |x− y|, |h(x)| 6 γ,
(γ > 0), for all x, y ∈ Rn, that is Vγ is the set of all Lipschitz functions h : Rn → R
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with Lipschitz constant M 6 1, (see Subsection 1.2.6), that are bounded by γ > 0.
For λ, ν ∈ P (Rn) we define

ργ(λ, ν) = sup

{∣∣∣∣∫ h(x)dλ(x)−
∫
h(x)dν(x)

∣∣∣∣ : h ∈ Vγ
}

and it can be shown that ργ is a metric on P (Rn), (see [Edg98], Proposition
(2.5.14)). A sequence (λn) in P (Rn) converges setwise to λ ∈ P (Rn) if and only
if limn→∞ λn(A) = λ(A) for all Borel sets A. It turns out that setwise convergence
is too strong to be very useful as the following simple example with Rn, n = 1,
illustrates. Putting λn = δ1/n, the Dirac point measure, it would seem reason-
able to expect that (λn) converges to λ = δ0. However setwise convergence does
not occur as λn((−∞, 0]) = 0 for all n, whereas λ((−∞, 0]) = 1. This is why we
consider weak or narrow convergence which will allow us to claim convergence in
cases like these. A sequence (λn) in P (Rn) converges weakly to λ ∈ P (Rn) if and
only if limn→∞

∫
h(x)dλn(x) =

∫
h(x)dλ(x) for all bounded continuous functions

h : Rn → R, see [Edg98] Definition(2.5.7) where Edgar uses narrowly in place of
weakly.

It can be shown, see [Edg98] Theorems(2.5.7) and (2.5.17), that the following
statements are equivalent:

• limn→∞ ργ(λn, λ) = 0, for each γ > 0.

• (λn) converges weakly to λ.

• limn→∞ λn(E) = λ(E) for all Borel sets E ⊂ Rn, with λ(∂E) = 0. (∂E is the
boundary of a set E).

• limn→∞
∫
h(x)dλn(x) =

∫
h(x)dλ(x) for all bounded Lipschitz functions h :

Rn → R.

(P (Rn), ργ) is a complete metric space (see [Edg98], Theorem (2.5.25)), and if A
is a compact subset of Rn then P (A), the set of all Borel probability measures on
A, is compact in the weak topology, see [Edg98] Corollary(2.5.29), which means
(P (A), ργ) is also a complete metric space. In particular (P (Fu), ργ) is complete, for
each u ∈ V , where (Fu)u∈V is the invariant list of self-similar sets given by Equation
(1.3.2).

If the vertices of the directed graph are ordered as V = (v1, v2, . . . , vm), where
m = #V , then we will use the following notation for the m-fold Cartesian product
space ∏

u∈V

P (Fu) = P (Fv1)× P (Fv2)× · · · × P (Fvm).

This product space
(∏

u∈V P (Fu), Dγ

)
is also a complete space with respect to the

metric Dγ, which is defined as the maximum of the coordinate metrics. That is for
(λu)u∈V , (νu)u∈V ∈

∏
u∈V P (Fu), the metric Dγ is defined as

Dγ

(
(λu)u∈V , (νu)u∈V

)
= max {ργ(λu, νu) : u ∈ V } .
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Let (λu)u∈V ∈
∏

u∈V P (Fu) and let g :
∏

u∈V P (Fu) →
∏

u∈V P (Fu), be the map
given by

g((λu(Au))u∈V ) =

( ∑
e∈E1

u

peλt(e)(S
−1
e (Au))

)
u∈V

, (1.3.12)

for all Borel sets (Au)u∈V , where p : E∗ → (0, 1) is any probability function as
described in Subsection 1.2.8. The argument given in the 1-vertex case in [Fal97],
Theorem 2.8, can naturally be extended to show that g is a contraction which has
a unique fixed point (µu)u∈V , of self-similar Borel probability measures , for which
Equation (1.3.13) holds. It can be shown that (supp(µu))u∈V satisfies Equation
(1.3.2) and this implies that (supp(µu))u∈V = (Fu)u∈V . These observations form the
content of our next theorem which is Proposition 3 of [Wan97]. For 1-vertex IFSs,
see Theorem 2.8 of [Fal97].

Theorem 1.3.8. Let
(
V,E∗, i, t, r, p, ((Rn, | |))v∈V , (Se)e∈E1

)
be a directed graph

IFS with probabilities and let (Fu)u∈V be the unique list of attractors of the sys-
tem, then there exists a unique list of self-similar Borel probability measures (µu)u∈V
such that

(µu(Au))u∈V =

( ∑
e∈E1

u

peµt(e)
(
S−1
e (Au)

) )
u∈V

, (1.3.13)

for all Borel sets (Au)u∈V , with (supp(µu))u∈V = (Fu)u∈V .

Proof. See Proposition 3 of [Wan97].
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Gap lengths

2.1 Introduction

The material in this chapter was motivated by considering the question “Do we really
get anything new with a directed graph IFS with more than 1 vertex as opposed to
a standard (1-vertex) IFS?”. To make this fairly vague question more concrete, we
restrict the type of directed graphs under investigation and only consider directed
graph IFSs on the real line of the form

(
V,E∗, i, t, r, ((R, | |))v∈V , (Se)e∈E1

)
for which

the CSSC holds. The Cantor set is the attractor of such a system, and it is clear
that it is also the attractor of infinitely many different sets of similarities.
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Figure. 2.1.1: Two 1-vertex IFSs with the same attractor, neither is an iteration of the other.

An interesting example of an attractor that is the attractor of two different sets
of similarities, neither of which is an iteration of the other, is shown in Figure 2.1.1.
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This is Example 6.2 in [FW09], scaled up to the unit interval. Here the two sets
of similarities S = {S1, S2, S3, S4} and T = {T1, T2, T3, T4, T5, T6, T7} have the same
attractor but clearly T3 is not a composition of any combination of similarities from
S and S1 is not a composition of any combination of similarities from T . It should
be clear then that whilst any attractor is uniquely defined by a particular set of
similarities, it may also be the attractor of (infinitely) many other different sets of
similarities. Sets of similarities, on their own, are not enough to distinguish between
one attractor and another. This means that in order to establish that an attractor
of a 2-vertex system is not the attractor of a 1-vertex system we need to identify
some property or characteristic of the attractor that is independent of the way it is
produced, and then we need to show that no 1-vertex system can have this property.
We may then give an affirmative answer to our question. It turns out that the set
of gap lengths is a set that is unique to any attractor and is exactly the type of
characteristic set that we are looking for.

The set of gap lengths of an attractor is well-defined for the attractor of any
directed graph IFS on R for which the CSSC holds, it is discussed and defined in
Section 2.2. When considering the set of gap lengths of an attractor similarities
involving reflections are allowed. This means that two different attractors may
have the same set of gap lengths. We point this out because, for all the specific
examples of directed graph IFSs that are illustrated in this thesis, we do make the
assumption that the similarities shown do not involve reflections. This assumption
is useful because it enables us to completely define directed graph IFSs by the use of
diagrams. The information contained, for example in Figure 2.1.1, explicitly defines
all the similarities in S and T once we assume no reflections of the unit interval I
occur anywhere in that diagram. We assume then that any similarity represented
in a diagram in this thesis does not reflect.

As a summary we can also say that the maps

sets of similarities → attractors → sets of gap lengths

are not injective.
In Section 2.3, Proposition 2.3.4 and Corollary 2.3.5, we give a constructive proof

that the gap lengths of any attractor can always be represented as a finite union of
cosets of finitely generated semigroups. The path structure of the graphs is used
to set up an algebraic substructure of the semigroup (R+,×) which arises naturally
from consideration of the graphs and gap lengths of the IFSs. This explains the
presence of the algebraic and graph-theoretic definitions given in Subsection 2.1.1.
A basic 2-vertex example of a directed graph IFS is shown in Figure 2.4.1 and we
calculate the unique set of gap lengths associated with one of its attractors in Section
2.4, using the algorithmic method of the proof of Proposition 2.3.4. In Section 2.5
we consider a more complicated system which we use to illustrate the main ideas in
the proof of Proposition 2.3.4. Finally in Section 2.6, by considering the sets of gap
lengths of their attractors, we show in Corollary 2.6.2, that the simple example of
a 2-vertex IFS of Section 2.4 produces an attractor which cannot be the attractor
of any standard (1-vertex) IFS satisfying the same separation condition, the CSSC.
In Chapter 3 we go on to prove this even if the CSSC doesn’t hold for the standard
(1-vertex) IFSs. Corollary 2.6.2 is extended, using the same ideas, to a large family
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of directed graphs in Theorem 2.6.3. This gives a positive answer to our question,
at least for the restricted class of directed graph IFSs considered in this chapter.

2.1.1 Definitions and notation

A binary operation ?, on a set S, is a function ? : S × S → S. Conventionally we
write ?((s, t)) = s ? t ∈ S as the image of the ordered pair (s, t) ∈ S × S under ?.
From its definition a binary operation is always closed on its defining set, that is for
all s, t ∈ S, s ? t ∈ S. If s ? t = t ? s for all s, t ∈ S, we say that ? is commutative.
If (s ? t) ? u = s ? (t ? u), for all s, t, u ∈ S we say that ? is associative. We call
e ∈ S an identity element for the binary operation on S if s ? e = e ? s = s, for all
s ∈ S. Multiplication and addition on R are familiar examples of binary operations
which are both commutative and associative whereas subtraction is just associative.
For an example of a binary operation that is neither commutative nor associative
consider ? : N× N→ N defined by n ? m = nm.

Let U = {u1, u2, . . . , ur} be a set of positive real numbers, then U is a multi-
plicatively rationally independent set if, for any integers mi ∈ Z,

r∑
i=1

mi lnui = 0,

implies mi = 0 for all i, 1 6 i 6 r, or equivalently if

r∏
i=1

umii = 1,

then mi = 0 for all i, 1 6 i 6 r. For convenience, we may write rational indepen-
dence as a shortening of multiplicative rational independence.

A semigroup (S, ?) consists of a non-empty set S, together with an associative
binary operation ? defined on S. Where the binary operation is obvious from the
context we may write st = s?t for s, t ∈ S. If (s1, s2, s3, . . . , sn) is any finite sequence
of elements of S, then every way of evaluating the product of these elements under
?, with the elements taken in the order of the sequence, leads to the same result, so
that the product s1 ? s2 ? s3 · · · ? sn can be defined unambiguously. In other words
we do not need brackets when evaluating products of elements of S under ?. This
also means, for n ∈ N and s ∈ S, that we may let sn represent the n-fold product,
s ? s ? · · · ? s, with, for all i, j ∈ N, si ? sj = si+j and (si)j = sij. (Proofs of these
statements may be found in [All91]). As an example suppose s, t, u ∈ S, then we
may write

(s?(t?u))?(((u?s)?s)?s) = (((s?t)?u)?u)?((s?s)?s) = s?t?u?u?s?s?s = stu2s3.

If ? is commutative as well as associative then we can also write

s ? t ? u ? u ? s ? s ? s = stu2s3 = s4tu2.

Let (S, ?) and (T, �) be any two semigroups then a homomorphism from (S, ?)
to (T, �) is a function φ : S → T such that φ(s ? t) = φ(s) � φ(t) for all s, t ∈ S.
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Let (S, ?) and (T, �) be any two semigroups then an isomorphism from (S, ?) to
(T, �) is a bijection φ : S → T such that φ(s ? t) = φ(s) � φ(t) for all s, t ∈ S.

Let (S, ?) be a semigroup and suppose T ⊂ S with (T, ?) also being a semigroup
under the same associative binary operation ?, then (T, ?) is a subsemigroup of (S, ?).
We use the notation (T, ?) 6 (S, ?) to mean (T, ?) is a subsemigroup of (S, ?).

Let (T, ?) 6 (S, ?), then a coset of the subsemigroup (T, ?) in (S, ?), with multi-
plier s ∈ S, is the set s ? T = {s ? t : t ∈ T}. Where the binary operation is obvious
from the context we may write s ? T = sT .

A group is a semigroup (S, ?), with identity, where the semigroup also contains
inverses, that is for each s ∈ S there exists an inverse s−1 such that s?s−1 = s−1?s =
ε, where ε ∈ S is the unique identity element.

Let T be a non-empty set, and let T+ denote the infinite set of all finite strings
or sequences of elements of T . Let ε denote the empty string, and let T ∗ = T+ ∪
{ε}. Let · be the operation of concatenation of strings defined for any strings
a1a2 · · · ar, b1b2 · · · bs ∈ T ∗ by a1a2 · · · ar · b1b2 · · · bs = a1a2 · · · arb1b2 · · · bs ∈ T ∗.
Clearly · is a closed, associative binary operation on T ∗, with ε the unique identity
element. (T+, ·) is called the free semigroup on T . (T ∗, ·) is the free semigroup
with identity, on T , also known as the free monoid . If T is a finite set containing n
elements, that is T = {t1, t2, . . . , tn}, then (T ∗, ·) is known as the free semigroup with
identity on n elements, we also say that (T ∗, ·) is a finitely generated free semigroup.
We write T ∗ = 〈t1, t2, . . . , tn〉 for a finitely generated semigroup and we may also
write T ∗ = 〈ε, t1, t2, . . . , tn〉, when we wish to emphasise the presence of the identity.

We use the notation (R+,×) for the commutative semigroup of positive real
numbers under multiplication. For xi ∈ R+, 1 6 i 6 n, 〈1, x1, x2, . . . , xn〉 is the
finitely generated subsemigroup (with identity) of (R+,×), where

〈1, x1, x2, . . . , xn〉 = {xk1
1 x

k2
2 · · ·xknn : ki ∈ N ∪ {0}, 1 6 i 6 n}

and for y ∈ R+ we write y 〈1, x1, x2, . . . , xn〉 for a coset with y 〈1, x1, x2, . . . , xn〉 =
{yxk1

1 x
k2
2 · · ·xknj : ki ∈ N ∪ {0}, 1 6 i 6 n}. We will use 〈x1, x2, . . . , xn〉group =

{xk1
1 x

k2
2 · · · xknj : ki ∈ Z, 1 6 i 6 n} as the notation for a finitely generated group,

the group operation again being multiplication.
Now consider T = {t1, t2, . . . , tn}, together with a function g : T → R+. Let

T
∗ ⊂ R+ be defined as

T
∗

= 〈1, g(t1), g(t2), . . . , g(tn)〉
=
{
g(t1)k1g(t2)k2 · · · g(tn)kn : ki ∈ N ∪ {0} , 1 6 i 6 n

}
,

then (T
∗
,×) 6 (R+,×).

For T = {t1, t2, . . . , tn}, together with a function g : T → R+ and (T ∗, ·), (T
∗
,×)

as defined above, there is a surjective homomorphism ψ : (T ∗, ·) → (T
∗
,×) defined

for each finite string a1a2 · · · ar ∈ T ∗, by

ψ(a1a2 · · · ar) = g(t1)k1g(t2)k2 · · · g(tn)kn , (2.1.1)

where, for each i, 1 6 i 6 n, ki is the number of occurrences of the symbol ti in the
string a1a2 · · · ar.
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Let S = {s1, s2, . . . , sn} be a finite set containing n distinct elements and let
SM ⊂ S∗ be the set of all finite sequences or finite strings of elements of S which
contain only distinct elements of S with no repetitions, together with the empty
string ε. SM is a finite set. Let a1a2 · · · ar ∈ SM and b1b2 · · · bs ∈ SM so 0 6 r, s 6 n
then the string b1b2 · · · bs may be concatenated onto the end of the string a1a2 · · · ar
using the following procedure. For each j, 1 6 j 6 s, if bj = ai, for some i,
1 6 i 6 r, then we delete bj from the string b1b2 · · · bs. (To be clear what this
involves, if we delete the symbol b from the string abcd then we are left with the
string acd). This process will produce a possibly empty string bj1bj2 · · · bjl , where
1 6 j1 < j2 < · · · < jl 6 s, and defines a binary operation ∗ on SM as

a1a2 · · · ar ∗ b1b2 · · · bs = a1a2 · · · arbj1bj2 · · · bjl .

The string on the right-hand side of the equation contains t = r + l different
symbols with r 6 t 6 n. The binary operation ∗ is associative on SM so that (SM, ∗)
is a finite semigroup. As an example let S = {x, y, z} then

SM = {ε, x, y, z, xy, yx, xz, zx, yz, zy, xyz, yxz, xzy, zxy, yzx, zyx} ,

and some examples of the operation ∗ acting on SM are

xy ∗ zxy = xyz,

zxy ∗ xy = zxy,

(x ∗ zx) ∗ yz = xzy,

x ∗ (zx ∗ yz) = xzy.

As the first two examples show ∗ is not commutative. (In general ∗ will only be
commutative for the case when S contains a single element and S = SM).

Let T = {t1, t2, . . . , tn}. For any subset U ⊂ T , (U∗, ·), (T ∗, ·) denote the
corresponding finitely generated free semigroups with identity, as defined above,
with (U∗, ·) 6 (T ∗, ·). We also have (UM, ∗) 6 (TM, ∗). As sets UM ⊂ TM ⊂ T ∗.
Let ı : T ∗ → T ∗ be the identity map, then for any subset X ⊂ T and any string
a1a2 · · · an ∈ X ⊂ T ∗ we will write ı(a1a2 · · · ar) whenever we wish to emphasise
that the string a1a2 · · · ar is to be considered as an element of T ∗. Let T be the
set of cosets of finitely generated subsemigroups of (T ∗, ·), each one containing the
identity, defined as follows,

T = {ı(a1a2 · · · an)U∗ : U ⊂ T, a1a2 · · · an ∈ UM ⊂ T ∗} . (2.1.2)

Lemma 2.1.1. For any non-empty subsets V, W ⊂ T , and for any strings a1a2 · · · ar
∈ V M, b1b2 · · · bs ∈ WM, ı(a1a2 · · · ar)V ∗ = ı(b1b2 · · · bs)W ∗ if and only if a1a2 · · · ar =
b1b2 · · · bs and V = W .

Proof. We assume ı(a1a2 · · · ar)V ∗ = ı(b1b2 · · · bs)W ∗. As the identity ε ∈ V ∗, and
ε ∈ W ∗, there exist strings c1c2 · · · ct ∈ V ∗, and d1d2 · · · du ∈ W ∗ such that

a1a2 · · · arc1c2 · · · ct = b1b2 · · · bs,
a1a2 · · · ar = b1b2 · · · bsd1d2 · · · du,
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which means

a1a2 · · · ar = a1a2 · · · arc1c2 · · · ctd1d2 · · · du,

hence c1c2 · · · ctd1d2 · · · du = ε, c1c2 · · · ct = ε and a1a2 · · · ar = b1b2 · · · bs. We can
now write our assumption as a1a2 · · · arV ∗ = a1a2 · · · arW ∗. The set of strings of
length r+1 in the coset a1a2 · · · arV ∗ is the set {a1a2 · · · arvi : vi ∈ V } = a1a2 · · · arV .
Similarly the set of strings of length r + 1 in the coset a1a2 · · · arW ∗ is the set
a1a2 · · · arW , so we must have a1a2 · · · arV = a1a2 · · · arW and V = W .

For any subsets V,W ⊂ T it is clear that for a1a2 · · · ar ∈ V M and b1b2 · · · bs ∈
WM, the product a1a2 · · · ar ∗ b1b2 · · · bs ∈ (V ∪W )M. We may now define a binary
operation } on T by

ı(a1a2 · · · ar)V ∗ } ı(b1b2 · · · bs)W ∗ = ı(a1a2 · · · ar ∗ b1b2 · · · bs)(V ∪W )∗. (2.1.3)

Lemma 2.1.1 ensures that the cosets in Equation (2.1.3) are represented uniquely
which means that the operation } is well-defined. (T ,}) is a non-commutative
finite semigroup with identity, the identity element being the coset ε {ε}∗.

We now consider the case where T = {t1, t2, . . . , tn} and we also have a function
g : T → R+. Any coset in T is just a collection of strings in T ∗, and it will
be mapped under the surjective homomorphism ψ : (T ∗, ·) → (T

∗
,×) of Equation

(2.1.1), to a coset of a finitely generated semigroup of positive real numbers. That
is for ı(a1a2 · · · an)U∗ ∈ T , ı(a1a2 · · · an)U∗ ⊂ T ∗ and

ψ(ı(a1a2 · · · an)U∗) = ψ(ı(a1a2 · · · an))× ψ(U∗)

= g(a1)g(a2) · · · g(an)U
∗
, (2.1.4)

where g(a1)g(a2) · · · g(an)U
∗ ⊂ T

∗ ⊂ R+. For instance suppose T = {t1, t2, t3, t4}
where g(t1), g(t2), g(t3), g(t4) are positive real numbers then t1t2 〈ε, t1, t2, t4〉 ∈ T ,
with

ψ(t1t2 〈ε, t1, t2, t4〉) = g(t1)g(t2) 〈1, g(t1), g(t2), g(t4)〉 ,
and g(t1)g(t2) 〈1, g(t1), g(t2), g(t4)〉 ⊂ 〈1, g(t1), g(t2), g(t3), g(t4)〉 = T

∗ ⊂ R+.
We now define another function that we will need, ϕ : T ∗ → T ∗. Consider a

finite string a1a2 · · · ar ∈ T ∗ of not necessarily distinct symbols where the exponent
of each symbol in the string is 1. Strictly speaking we are considering the string as
the function a : {1, 2, . . . , r} → T so ai = a(i), 1 6 i 6 r. It is therefore entirely
possible for instance that a1 = a2. Let k1 ∈ N be the number of occurrences of a1

in the string. We delete all occurrences of a1 except for the first which we raise to
the power k1. The order of appearance from left to right of the other symbols in the
string is not changed. This leaves a string of the form ak1

1 aj2 · · · for some 1 < j2 6 r.
If no such aj2 exists then we stop. If aj2 exists we apply the same process to aj2 to
obtain a string of the form ak1

1 a
k2
j2
aj3 · · · , where k2 is the number of occurrences of

the symbol aj2 in the original string and j2 < j3 6 r. If no such aj3 exists then we
stop. Continuing in this way the process must eventually terminate. This process
defines the function ϕ with

ϕ(a1a2 · · · ar) = ak1
1 a

k2
j2
· · · akljl , (2.1.5)
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where k1 is the number of occurrences of a1 and ks, 1 < s 6 l, is the number
of occurrences of ajs in the original string,

∑l
j=1 kj = r, 1 < j2 < · · · < jl 6 r,

and {1, j2, . . . , jl} ⊂ {1, 2, . . . , r}. In words the function ϕ collects up identical
occurrences of a symbol into powers whilst preserving the order of the first appear-
ance of the different symbols in the original string as we go from left to right. If
T = {u, v, w, x, y, z} some examples of this function in action are

ϕ(uvwxyz) = uvwxyz,

ϕ(uzzwyvzvuzzzuyvzv) = u3z7wy2v4,

ϕ(uvwxyzzyxwvu) = u2v2w2x2y2z2,

ϕ(zyxwvuuvwxyz) = z2y2x2w2v2u2

It is important to remember that the exponents used here are just a convenient
shorthand for representing strings in T ∗, and these examples could equally well be
written as

ϕ(uvwxyz) = uvwxyz,

ϕ(uzzwyvzvuzzzuyvzv) = uuuzzzzzzzwyyvvvv,

ϕ(uvwxyzzyxwvu) = uuvvwwxxyyzz,

ϕ(zyxwvuuvwxyz) = zzyyxxwwvvuu.

We note that ϕ : T ∗ → T ∗ is neither injective nor surjective.

We now give some extra graph theoretic definitions that will be needed in this
chapter. For the definitions of a (simple) path and a (simple) cycle see Subsection
1.2.7. We remind the reader here that the set of vertices of a path e = e1 · · · ek ∈
E∗ is the set {i(e1), t(ei) : 1 6 i 6 k}, and its vertex list is v1v2v3 · · · vk+1 =
i(e1)t(e1)t(e2) · · · t(ek), see Subsection 1.2.7. Let e, f ∈ E∗ be any two paths with
e = e1 · · · ek and f = f1 · · · fj, then e is attached to f if

{i(e1), t(ei) : 1 6 i 6 k} ∩ {i(f1), t(fi) : 1 6 i 6 j} 6= ∅.

So two paths are attached if their vertex lists share a common vertex or vertices.
More intuitively we can think of two paths being attached if they intersect at a
vertex or vertices. We also say that a path e is attached to a vertex v if v is in the
vertex list of e.

A chain is a finite sequence (or finite string) of distinct simple cycles where
each simple cycle in the sequence is attached only to its immediate predecessor and
successor cycles and to no other cycles in the sequence. (It is a consequence of this
definition that the vertex or vertices at which a cycle is attached to its predecessor
cycle do not include any vertex or vertices at which it is attached to its successor
cycle). A chain attached to a vertex v is a chain of distinct simple cycles such that
the first cycle in the sequence is attached to the vertex v and thereafter no other
cycle in the chain is attached to v. Hopefully Figure 2.1.2 makes the idea of a chain
attached to a vertex clear.

The concept of a chain attached to a vertex extends naturally to that of a chain
attached to a path. Let e denote a path. A chain attached to a path e, is a finite
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(b)(a)

v v

Figure. 2.1.2: The directed graph in (a) contains just one chain of length 3 attached to v,
whereas the directed graph in (b) does not contain any chain of length 3 attached to v.

sequence (or finite string) of distinct simple cycles forming a chain, as defined above,
such that the first cycle in the chain is attached to the path e and thereafter no
other cycle in the chain is attached to e.

We will also need, (see Lemma 2.3.3), the idea of an attached finite sequence
of (distinct) simple cycles where each simple cycle in the sequence is attached to
its immediate predecessor and successor cycles, and may also be attached to other
cycles in the sequence. A chain is an attached sequence of distinct simple cycles but
the converse is not true in general. The length of a chain or an attached sequence
of distinct simple cycles is the number of distinct simple cycles in the sequence.
Figure 2.1.2(a) contains 38 attached sequences of distinct simple cycles of length
3, of which 8 are chains of length 3, and only one of these chains is attached to v.
Figure 2.1.2(b) on the other hand, contains 688 attached sequences of distinct simple
cycles of length 3, of which 16 are chains of length 3, and none of these chains are
attached to v. The order of a sequence is being counted here, so that three distinct
simple cycles all attached to each other give rise to 6 different attached sequences of
distinct simple cycles of length 3. Similarly any chain automatically gives rise to just
one other chain of the same length formed by taking the sequence of cycles in reverse
order. There are 5 distinct simple cycles in the directed graph of Figure 2.1.2(a) and
10 distinct simple cycles in the directed graph of Figure 2.1.2(b). Assuming that
these simple cycles are all attached to each other, gives upper bounds of 60 = P5

3

and 720 = P10
3 , for the possible number of different attached sequences of distinct

simple cycles of length 3, in Figures 2.1.2(a) and 2.1.2(b) respectively.

2.2 Gap lengths

In this section for systems on the real line, which satisfy the CSSC, we discuss, give a
definition of, and provide two expressions for, the set of gap lengths of any attractor
of such a system. We also prove that the attractors can be translated and scaled to
become the attractors of a related IFS.
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2.2.1 Definition of the set of gap lengths of an attractor

Any directed graph IFS,
(
V,E∗, i, t, r, ((R, | |))v∈V , (Se)e∈E1

)
, for which the CSSC

holds, has a unique list of attractors (Fu)u∈V , such that

f
(
(Fu)u∈V

)
=
( ⋃
e∈E1

u

Se(Ft(e))
)
u∈V

= (Fu)u∈V , (2.2.1)

by Theorem 1.3.4, Equation (1.3.2), where f : (K(Rn))#V → (K(Rn))#V , is the
function defined in Equation (1.3.1). Let (Iu)u∈V be the closed intervals, Iu =
[au, bu], such that au, bu ∈ Fu and Fu ⊂ Iu. Equivalently we could define Iu = C(Fu),
the convex hull of Fu. From this definition and Equation (2.2.1) it is clear that⋃

e∈E1
u

Se(It(e)) ⊂ Iu,

and so
f
(
(Iu)u∈V

)
⊂ (Iu)u∈V .

By Theorem 1.3.4, Equation (1.3.4) we obtain

(Fu)u∈V =
∞⋂
k=0

fk
(
(Iu)u∈V

)
.

For convenience we now introduce the notation (F k
u )u∈V = fk

(
(Iu)u∈V

)
so we

may write

(Fu)u∈V =
∞⋂
k=0

(F k
u )u∈V . (2.2.2)

and following [Fal03], we call (F k
u )u∈V the level-k intervals and F k

u the level-k in-
tervals at the vertex u or the k-th level intervals of the attractor Fu. As Equation
(2.2.2) confirms they provide increasingly good approximations to the attractors
(Fu)u∈V as k increases. This is illustrated in Figure 2.2.1, which shows a 3 vertex
directed graph and the corresponding level-k intervals, for k = 0, 1, 2, 3, and 4. The
arrows between level-0 and level-1 represent the 6 similarities associated with the
6 (directed) edges of the graph. For example, the first arrow on the left shows the
similarity that is associated with the edge from the vertex u to u, mapping Iu to an
interval in F 1

u , the second arrow from the left shows the similarity associated with
the edge from w to u, and maps Iu to an interval in F 1

w, and so on. We remind the
reader that by convention similarities map in the opposite direction to the edges of
the graph.

We are only considering directed graph IFSs for which the CSSC holds, so in
general, if there are n edges leaving a vertex u, then the level-1 intervals F 1

u at the
vertex u will consist of n disjoint intervals which will have n − 1 open intervals
between them. That is Iu \ F 1

u =
⋃n−1
i=1 J

1
i , where each J1

i is an open interval. The
lengths of intervals I ⊂ R, are their diameters, so for any a, b ∈ R, a 6 b, we have
|[a, b]| = |[a, b)| = |(a, b]| = |(a, b)| = b − a. The set of level-1 gap lengths at the
vertex u is defined as

G1
u =

{∣∣J1
i

∣∣ : J1
i is an open interval in Iu \ F 1

u =
n−1⋃
i=1

J1
i

}
.
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Figure. 2.2.1: A 3-vertex directed graph together with its level-k intervals for 0 6 k 6 4.

In general Iu \F k
u is a finite union of open intervals so Iu \F k

u =
⋃
i∈Hk J

k
i , for some

finite indexing set Hk. The set of level-k gap lengths at the vertex u is defined as

Gk
u =

{∣∣Jki ∣∣ : Jki is an open interval in Iu \ F k
u =

⋃
i∈Hk

Jki

}
.

In Figure 2.2.1, G1
u = {gu}, G1

v = {gv}, and G1
w = {gw} as shown. The grey lines in

Figure 2.2.1 illustrate how scalar multiples of the level-1 gap length gu appear in the
subsequent levels, the scalar multiples being the products of the similarity ratios of
the relevant similarities. Once a gap length appears in a level it remains there and
this is indicated in Figure 2.2.1 by the grey lines remaining vertical.



2.2 Gap lengths 43

From Equation (2.2.2) it follows that

Iu \ Fu = Iu \
( ∞⋂

k=0

F k
u

)
=
∞⋃
k=0

Iu \ F k
u .

Since Iu \ F k
u =

⋃
i∈Hk J

k
i , for some finite indexing set Hk and open intervals Jki it

follows that Iu \ Fu is a countable union of open intervals, which we may relabel as

Iu \ Fu =
∞⋃
i=1

Ji.

We define the uniquely determined set of gap lengths of the attractor Fu as

Gu =
∞⋃
n=1

Gn
u =

{
|Ji| : Ji is an open interval in Iu \ Fu =

∞⋃
i=1

Ji

}
. (2.2.3)

We now give an alternative description of the set Gu. For each edge e ∈ E1 let
Re : R→ R be the map Re(x) = rex, where re is the contracting similarity ratio of

Se. Let f̃ : (K(Rn))#V → (K(Rn))#V , be defined by

f̃
(
(Au)u∈V

)
=

( ⋃
e∈E1

u

Re(At(e)) ∪G1
u

)
u∈V

,

for each (Au)u∈V ∈ (K(Rn))#V . Here the sets of level-1 gap lengths, (G1
u)u∈V , which

are called condensation sets in [Bar93] for standard (1-vertex) IFSs, are clearly

non-empty and compact so (G1
u)u∈V ∈ (K(Rn))#V . It can be shown that f̃ is a

contraction on ((K(Rn))#V , DH), which is a complete metric space, in much the
same way that we showed f to be a contraction in the proof of Theorem 1.3.4, see
also Theorem 9.1 of [Bar93] which gives a proof for 1-vertex systems. As

(Gu ∪ {0})u∈V =

( ⋃
e∈E1

u

Re(Gt(e) ∪ {0}) ∪G1
u

)
u∈V

, (2.2.4)

the Contraction Mapping Theorem ensures that (Gu ∪ {0})u∈V is the unique fixed

point of f̃ . The invariance Equations (2.2.1) and (2.2.4) show clearly the close
relationship between attractors and their sets of gap lengths.

2.2.2 Two expressions for Gu

In this section we write down two expressions for the unique set of gap lengths
Gu in an attractor Fu of a directed graph IFS

(
V,E∗, i, t, r, ((R, | |))v∈V , (Se)e∈E1

)
which satisfies the CSSC. Both these expressions depend on the level-1 gap lengths
(G1

v)v∈V , and the CSSC ensures that each of these sets is non-empty.



44 Gap lengths

Gu in terms of similarity ratios

It is clear that once a gap length appears between level-k intervals it then remains in
all subsequent levels, this is indicated in Figure 2.2.1 by the vertical lines. It follows
that

G2
u = G1

u ∪
⋃
v∈V
gv∈G1

v

gv
{
re : e ∈ E1

uv

}
=
⋃

gu∈G1
u

gu
{

1, re : e ∈ E1
uu

}
∪
⋃
v∈V
v 6=u
gv∈G1

v

gv
{
re : e ∈ E1

uv

}
,

and

G3
u = G2

u ∪
⋃
v∈V
gv∈G1

v

gv
{
re : e ∈ E2

uv

}
= G1

u ∪
⋃
v∈V
gv∈G1

v

gv
{
re : e ∈ E1

uv

}
∪
⋃
v∈V
gv∈G1

v

gv
{
re : e ∈ E2

uv

}
=
⋃

gu∈G1
u

gu
{

1, re : e ∈ E6 2
uu

}
∪
⋃
v∈V
v 6=u
gv∈G1

v

gv
{
re : e ∈ E 6 2

uv

}
,

where E 6 2
uv denotes the set of all paths from the vertex u to v of length less than or

equal to 2. In general, the set of level-k gap lengths at the vertex u, is given by

Gk
u =

⋃
gu∈G1

u

gu
{

1, re : e ∈ E 6 k−1
uu

}
∪
⋃
v∈V
v 6=u
gv∈G1

v

gv
{
re : e ∈ E 6 k−1

uv

}
.

Finally from Equation (2.2.3) we obtain

Gu =
⋃

gu∈G1
u

gu
{

1, re : e ∈ E∗uu
}
∪
⋃
v∈V
v 6=u
gv∈G1

v

gv
{
re : e ∈ E∗uv

}
. (2.2.5)

Gu in terms of arrays

Let Mm be the set of all m×m arrays whose entries are finite sets of real numbers.
We may define a binary operation � on Mm by replacing normal multiplication and
addition by pointwise set multiplication and set union. As an example, for m = 2,(

S1 S2

S3 S4

)
�
(
T1 T2

T3 T4

)
=

(
S1T1 ∪ S2T3 S1T2 ∪ S2T4

S3T1 ∪ S4T3 S3T2 ∪ S4T4

)
where the pointwise multiplication of sets is given by

ST = {st : s ∈ S, t ∈ T} .
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The binary operation � is associative and (Mm,�) is a semigroup with identity,
the identity element being the m×m array Im whose ijth entries are

Imij =

{
{1} if i = j,

{0} if i 6= j.

For example in (M2,�) the identity element is

I2 =

(
{1} {0}
{0} {1}

)
.

Let b = (B1, B2, . . . Bm)T be an m× 1 column vector whose entries are finite sets of
real numbers, then for A ∈Mm, we define Ab as

Ab =

 A11 · · · A1m
...

...
Am1 · · · Amm


 B1

...
Bm

 =

 A11B1 ∪ · · · ∪ A1mBm
...

Am1B1 ∪ · · · ∪ AmmBm

 .

Consider a directed graph IFS with m vertices, that is m = #V . Let the vertices
be ordered as V = (v1, v2, . . . , vm). We define an array M ∈Mm, whose ijth entries
are sets of similarity ratios defined as

Mij =
{
re : e ∈ E1

vivj

}
, (2.2.6)

and a column vector, whose entries are the sets of level-1 gap lengths at each vertex,
as

g =

 G1
v1
...

G1
vm

 . (2.2.7)

The level-k gap lengths at each vertex can now be given in array form by the formula Gk
v1
...

Gk
vm

 =
k−1⋃
j=0

Mjg,

where Mj ∈Mm indicates the j-fold product under � of M, and M0 = Im. The sets
of gap lengths of the attractors are also represented in array form by the following
formula  Gv1

...
Gvm

 =
∞⋃
j=0

Mjg. (2.2.8)

2.2.3 Translation and scaling of a directed graph IFS

Consider a directed graph IFS,
(
V,E∗, i, t, r, ((R, | |))v∈V , (Se)e∈E1

)
, satisfying the

CSSC, then by Equation (2.2.1), the attractors (Fu)u∈V are such that

(Fu)u∈V =
( ⋃
e∈E1

u

Se(Ft(e))
)
u∈V

.
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Each similarity, Se : R→ R, may be written in the form Se(x) = r′ex+ ce, where the

similarity ratio re = |r′e|, 0 < re < 1. We can define a new similarity Ŝe : R → R,
for each edge e ∈ E1, as

Ŝe(x) = r′ex+ k(ce + (1− r′e)t),

where k, t ∈ R, k > 0. Let (F̂v)v∈V denote the attractors of this new system. Now

k(Se(x) + t) = k(r′ex+ ce + t)

= r′e(k(x+ t)) + k(ce + t− r′et)
= r′e(k(x+ t)) + k(ce + (1− r′e)t)
= Ŝe(k(x+ t)),

so that

k(Fu + t) = k

( ⋃
e∈E1

u

Se(Ft(e)) + t

)
=
⋃
e∈E1

u

k(Se(Ft(e)) + t)

=
⋃
e∈E1

u

Ŝe(k(Ft(e) + t)).

Therefore (F̂u)u∈V = (k(Fu + t))u∈V . This shows that we may always translate and
scale the attractor Fu, at a chosen vertex u, so that Iu = [0, 1], 0, 1 ∈ Fu, and
Fu ⊂ [0, 1]. Equivalently we may always translate and scale so that C(Fu) = [0, 1].

2.3 An expression for the set of gap lengths of an attractor

Here we prove a general result, given by Proposition 2.3.4 and Equation (2.3.7) of
Corollary 2.3.5, that provides an expression for the set of gap lengths of an attractor
in a directed graph IFS in terms of cosets of finitely generated semigroups. The proof
we give is constructive and is illustrated by examples in Sections 2.4 and 2.5. First
we provide some preliminary lemmas that will be used in the proof of Proposition
2.3.4.

Lemma 2.3.1. Let g ∈ E∗ be any path in a directed graph and let c ∈ E∗ be any
simple cycle. Suppose c is attached to g, then we can always order the constituent
edges of g and c to create a single new path f ∈ E∗ which has the contracting
similarity ratio

rf = rgrc,

where i(f) = i(g) and t(f) = t(g).

Proof. Starting at the initial vertex i(g) we travel along the edges of g until we
meet the first common vertex v which lies on both g and c. We then travel all the
way round the edges of c until we return to v. Finally we continue along all the
remaining edges of g until we finish at the terminal vertex t(g). Travelling along
the edges of g and c in this order creates the required path f ∈ E∗ with the required
similarity ratio rf = rgrc and clearly i(f) = i(g) and t(f) = t(g).
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Lemma 2.3.2. Let f ∈ E∗ be any path in a directed graph which is not a simple
path, then the constituent edges of f can always be re-ordered to create a new path
g ∈ E∗ and a simple cycle c ∈ E∗, which is attached to g, such that

rf = rgrc,

where i(f) = i(g) and t(f) = t(g).

Proof. Since f is not a simple path, as we travel along it we must eventually visit
at least one vertex twice, so there is a vertex w that is the first to appear twice in
the vertex list of the path. For example if xyzyx is the vertex list of a path then
we regard y as the first vertex to appear twice and not x. Let c ∈ E∗ww be the path
traversed between the first two visits to w, then c is a simple cycle. We now let
g ∈ E∗ be the path formed by taking f and removing the edges of c. It follows
that c is a simple cycle attached to g at the vertex w with rf = rgrc and clearly
i(f) = i(g) and t(f) = t(g).

We recall (see Subsection 2.1.1, the second paragraph after Figure 2.1.2) that a
sequence of distinct simple cycles c1 · · · ck is attached if each cycle in the sequence
is attached to its immediate predecessor and successor. A cycle in an attached finite
sequence of (distinct) cycles may well be attached to other cycles in the sequence as
well as its immediate predecessor and successor. A chain is therefore an attached
sequence of distinct cycles but the converse is not true in general. This explains the
significance of the next lemma.

Lemma 2.3.3. Let k ∈ N, k > 2, and suppose c1c2 · · · ck−1ck is an attached se-
quence of distinct simple cycles in a directed graph, then there exists a subsequence

{1, n1, n2, . . . , nj, k : 1 < n1 < n2 < . . . < nj < k} ⊂ {1, 2, . . . , k}

such that c1cn1cn2 · · · cnjck is a chain.

Proof. We use the principle of strong mathematical induction.
Let k ∈ N, k > 2, and let P (k) be the following statement.
An attached sequence of distinct simple cycles c1c2 · · · ck−1ck in a directed graph,

contains a subsequence

{1, n1, n2, . . . , nj, k : 1 < n1 < n2 < . . . < nj < k} ⊂ {1, 2, . . . , k}

such that c1cn1cn2 · · · cnjck is a chain.

Induction base.
P(2) is true. Two attached distinct simple cycles, c1c2, always form a chain.

Induction hypothesis.
Let k ∈ N, k > 2, we assume P (n) is true, for all n ∈ N, 2 6 n 6 k.

Induction step.
Consider an attached sequence of distinct simple cycles c1c2 · · · ckck+1. If this

sequence of cycles is a chain then P (k + 1) holds for this particular sequence, so
we assume it is not a chain. This means there exists a least m, 3 6 m 6 k + 1,
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such that c1c2 · · · cm−1cm is not a chain but where c1c2 · · · cm−1 is a chain. It now
follows from the definition of a chain that cm is attached to at least one cycle ci with
1 6 i 6 m−2. The sequence c1c2 · · · cicm is an attached sequence of distinct simple
cycles of length at most m− 1, and the attached sequence of distinct simple cycles
c1c2 · · · cicmcm+1 · · · ck+1 is now of length at most k. By the Induction Hypothesis
P (k + 1) is true.

By the principle of strong mathematical induction P (k) is true for all k ∈ N,
2 6 k.

Proposition 2.3.4. Let
(
V,E∗, i, t, r, ((R, | |))v∈V , (Se)e∈E1

)
be a directed graph IFS

which satisfies the CSSC, then the gap lengths of any attractor of such a system can
always be represented as a finite union of cosets of finitely generated semigroups with
identity. These semigroups are subsemigroups of (R+,×), and their generators are
contracting similarity ratios of simple cycles in the graph.

Proof. The simple cycles in the graph can be identified and labelled as

T = {ci : i ∈ I}

for some indexing set I = {1, 2, . . . ,m}. In what follows T is as defined in Equation
(2.1.2), derived from the finite set T = {ci : i ∈ I}, with the binary operation } as
given in Equation (2.1.3), so that (T ,}) is a finite semigroup. The map ψ is as
defined in Equation (2.1.1), and maps strings in T ∗ = 〈ε, ci : i ∈ I〉 to positive real
numbers, where the similarity ratio function r : T → R+ is used in place of g. We
consider a vertex u ∈ V as fixed.

(a) The definition of A,
⋃
A and ψ(

⋃
A), where (A,}) 6 (T ,}).

• The set of chains of length 1 (simple cycles), attached to the vertex u, are
identified and labelled as

{ci1 : i1 ∈ I1}

for some indexing set I1 ⊂ I.

The chains of length 1 generate the semigroup of strings

A1 = 〈ε, cα : α ∈ I1〉 ,

here we remind the reader that ε is the empty string.

• The set of chains of length 2, attached to the vertex u, are identified and
labelled as

{ci1ci2 : (i1, i2) ∈ I2}

for some indexing set of ordered pairs I2 ⊂ I1 × I.

This set of chains of length 2 generates the cosets of semigroups of strings

At = ci1 〈ε, cα, cβ : α ∈ I1, (i1, β) ∈ I2〉

for t = 2, . . . , t2 + 1 where t2 = # {i1 : (i1, i2) ∈ I2} that is t2 is the number of
distinct elements in the set {i1 : (i1, i2) ∈ I2}.
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• The set of chains of length 3, attached to the vertex u, are identified and
labelled as

{ci1ci2ci3 : (i1, i2, i3) ∈ I3}

for some indexing set of ordered triples I3 ⊂ I2 × I ⊂ I1 × I × I.

This set of chains of length 3 generates the cosets of semigroups of strings

At = ci1ci2 〈ε, cα, cβ, cγ : α ∈ I1, (i1, β) ∈ I2, (i1, i2, γ) ∈ I3〉

for t = t2 + 2, . . . , t3 + t2 + 1 where t3 = # {(i1, i2) : (i1, i2, i3) ∈ I3}.
...

...
...

• The set of chains of length n, attached to the vertex u, are identified and
labelled as

{ci1ci2 · · · cin : (i1, i2, . . . , in) ∈ In}

for some indexing set of ordered n-tuples In ⊂ In−1×I ⊂ · · · ⊂ I1×I×· · ·×I.

This set of chains of length n generates the cosets of semigroups of strings

At = ci1ci2 · · · cin−1〈ε,cα, cβ, cγ, . . . , cω : α ∈ I1, (i1, β) ∈ I2,

(i1, i2, γ) ∈ I3, . . . , (i1, i2, . . . , in−1, ω) ∈ In〉

for t = 2 +
∑n−1

r=2 tr, . . . , 1 +
∑n

r=2 tr, where

tn = # {(i1, i2, . . . , in−1) : (i1, i2, . . . , in−1, in) ∈ In} .

This listing process must terminate as n, n 6 m, is simply the length of the longest
chain(s) in the graph attached to the vertex u. Let N = 1 +

∑n
r=2 tr denote the

number of elements in the list. Each of the cosets Ai is a collection of strings on
the symbols T = {ci : i ∈ I} that is Ai ⊂ T ∗ for i, 1 6 i 6 N . T is as defined
in Equation (2.1.2) so Ai ∈ T for i, 1 6 i 6 N . With the binary operation }
as defined in Equation (2.1.3) it follows that (A,}) 6 (T ,}), where the finitely
generated semigroup A, is defined as

A = 〈Ai : 1 6 i 6 N〉 .

It follows from the definition of the binary operation } in Equation (2.1.3), that the
finite semigroup A, can also be expressed as

A =
{
Aj1 } Aj2 } · · ·} Ajk : j1j2 · · · jk ∈ {1, 2, . . . , N}M

}
,

where we remind the reader that {1, 2, . . . , N}M, defined in Subsection 2.1.1, is the
set of all finite sequences of distinct elements from {1, 2, . . . , N} with no repetitions.

Let
⋃
A be defined as⋃

A =
⋃

j1j2···jk∈{1,2,...,N}M
Aj1 } Aj2 } · · ·} Ajk ,
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then
⋃
A ⊂ T ∗. The contracting similarity ratio of each simple cycle in the graph

provides us with a function r : T → (0, 1), so taking ψ to be the function defined
in Equation (2.1.1), using the similarity ratio function r in place of g, (also see
Equation (2.1.4)), we now may define ψ(

⋃
A) as

ψ
(⋃
A
)

=
⋃

j1j2···jk∈{1,2,...,N}M
ψ (Aj1 } Aj2 } · · ·} Ajk) ,

where ψ(
⋃
A) ⊂ T

∗
= 〈1, Ci : i ∈ I〉 ⊂ R+.

We prove, in parts (b) and (c) that follow, that

ψ
(⋃
A
)

= {1, re : e ∈ E∗uu} . (2.3.1)

(b) ψ (
⋃
A) ⊂ {1, re : e ∈ E∗uu}.

The empty string ε ∈ A1, so ε ∈
⋃
A and ψ(ε) = 1 ∈ {1, re : e ∈ E∗uu}. Now

consider any non-empty string of simple cycles ci1ci2 · · · cil ∈
⋃
A then

ci1ci2 · · · cil ∈ Aj1 } Aj2 } · · ·} Ajk

for some string j1j2 · · · jk ∈ {1, 2, . . . , N}M. From the construction of each Ai and the
definition of the binary operation } it is clear that each cycle cij is either attached to
the vertex u or to a cycle that appears on its left in the string ci1ci2 · · · cil . Applying
Lemma 2.3.1 with g = ci1 ∈ E∗uu and c = ci2 we obtain f ∈ E∗uu with rf = Ci1Ci2 .
Now putting g = f and c = ci3 , applying Lemma 2.3.1 again produces a new cycle
f ∈ E∗uu with rf = Ci1Ci2Ci3 . Applying Lemma 2.3.1 repeatedly in this way we can
produce a cycle f ∈ E∗uu such that

rf = Ci1Ci2 · · ·Cil = ψ(ci1ci2 · · · cil).

Hence ψ(
⋃
A) ⊂ {1, re : e ∈ E∗uu}.

(c) {1, re : e ∈ E∗uu} ⊂ ψ(
⋃
A).

An example illustrating the main ideas behind this proof is given in Figure 2.5.2
and the text that follows it.

We pointed out in part (b) that 1 ∈ ψ(
⋃
A) so we only need to consider the

(non-empty) paths e ∈ E∗uu. If e is a simple cycle then it is a chain of length 1
attached to u, and so e ∈ A1 and re ∈ ψ(

⋃
A). So we assume e is not a simple

cycle. Putting f = e ∈ E∗uu in Lemma 2.3.2 we obtain a path g ∈ E∗uu, attached to
u, and a simple cycle in the graph ci1 , i1 ∈ I, which is attached to g with re = rgCi1 .
Either g is a simple cycle, or it is not. If it is a simple cycle we stop, if not, we put
f = g and apply Lemma 2.3.2 again to give a new path g and a new simple cycle
in the graph ci2 , i2 ∈ I, attached to g, such that re = rgCi2Ci1 . It is important
to note here that the simple cycle ci1 is attached to at least one of g or ci2 and
that ci2 is attached to g. This iterative process must eventually terminate when
g ∈ E∗uu becomes a simple cycle in the graph, which is attached to the vertex u. On
termination, re will be expressed in the form

re = CikCik−1
· · ·Ci2Ci1 = ψ(cikcik−1

· · · ci2ci1),
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where simple cycles may be repeated in the string cikcik−1
· · · ci2ci1 ∈ T ∗, where cik

is attached to u, and where every other cycle in this string is either attached to the
vertex u, or it is attached to at least one cycle appearing on its left. Applying the
function ϕ, defined by Equation (2.1.5), we obtain

ϕ(cikcik−1
· · · ci2ci1) = ck1

j1
ck2
j2
· · · ckljl , (2.3.2)

where for convenience we have relabelled the indices, with j1 = ik. The function
ϕ operates by collecting up identical occurrences of a symbol into powers whilst
preserving the order of the first appearance of the different symbols in the original
string as we go from left to right, see Equation (2.1.5), so it follows that the simple
cycle cj1 is attached to the vertex u and every other simple cycle in the string on
the right-hand side of this equation is either attached to u, or it is attached to at
least one simple cycle occuring to its left. In terms of similarity ratios

re = ψ(cikcik−1
· · · ci2ci1) = ψ(ck1

j1
ck2
j2
· · · ckljl ) = Ck1

j1
Ck2
j2
· · ·Ckl

jl
, (2.3.3)

Now consider cjl , if cjl is attached to u then cjl ∈ A1 and we put Aql = A1. If
cjl is not attached to u, then it is attached to cja1

for some a1 ∈ {1, 2, · · · , l − 1}. If
cja1

is not attached to u then it is attached to cja2
for some a2 ∈ {1, 2, · · · , a1 − 1}.

We continue in this way until we arrive at the first cycle, cjas which is attached to
u, at which point we stop. This process produces an attached sequence of distinct
cycles, cjascjas−1

· · · cja1
cjl , where cjas is attached to u. By Lemma 2.3.3 there exists

another subsequence, containing at least two terms,

{as, bt, bt−1, . . . , b1, l : as < bt < bt−1 < . . . < b1 < l}
⊂ {as, as−1, . . . , a1, l : as < as−1 < · · · < a1 < l} ⊂ {1, 2, · · · , l − 1, l}

such that cjascjbtcjbt−1
· · · cjb1cjl is a chain attached to the vertex u. Let Aql be the

coset corresponding to this chain as given in the algorithm of part (a). So

Aql = cjascjbtcjbt−1
· · · cjb1 〈ε, . . . , cjl , . . .〉,

where each simple cycle in the multiplier occurs on the right-hand side of Equation
(2.3.2), and cjl is a generator of the semigroup. For each i, 1 < i 6 l, we apply
this process. It is clear from the definition of the operation }, (see Equation (2.1.3)
above), that Aq1 } Aq2 } · · ·} Aql will be of the form

Aq1 } Aq2 } · · ·} Aql = cjd1cjd2 · · · cjdk 〈ε, . . . , cj1 , cj2 , . . . , cjl−1
, cjl , . . .〉.

for some, possibly empty, subsequence (d1, d2, . . . , dk) of (1, 2, . . . , l − 1), so each
simple cycle in the multiplier occurs on the right-hand side of Equation (2.3.2). (If
the subsequence (d1, d2, . . . , dk) is empty, then Aql } · · · } Aq2 } Aq1 = A1). Every
simple cycle that occurs on the right-hand side of Equation (2.3.2) is also a generator
of this semigroup. Now

ψ(Aq1 } Aq2 } · · ·} Aql) = Cjd1Cjd2 · · ·Cjdk 〈1, . . . , Cj1 , Cj2 , . . . , Cjl−1
, Cjl , . . .〉,

and so from Equation (2.3.3)

re = Ck1
j1
Ck2
j2
· · ·Ckl

jl
∈ ψ(Aq1 } Aq2 · · ·} Aql).
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Therefore {1, re : e ∈ E∗uu} ⊂ ψ(
⋃
A) as was required to be shown.

(d) The definition of Bp,
⋃
Bp and ψ (

⋃
Bp), for each simple path p ∈ D∗uv,

v ∈ V , v 6= u, where (Bp,}) 6 (T ,}).
Let v ∈ V , v 6= u be fixed, and p ∈ D∗uv ⊂ E∗uv be any simple path from the

vertex u to v which we also consider as fixed. Replacing the phrase, attached to
the vertex u, by the phrase, attached to the simple path p, in the algorithm for
generating the cosets Ai, 1 6 i 6 N in part (a), we obtain the following algorithm
for generating a list of cosets of finitely generated string semigroups Bp

j , 1 6 j 6 M .

• The set of chains of length 1, attached to the simple path p, are identified and
labelled as

{ci1 : i1 ∈ Ip
1 }

for some indexing set Ip
1 ⊂ I.

These chains of length 1 generate the semigroup of strings

Bp
1 = 〈ε, Cα : α ∈ Ip

1 〉 .

• The set of chains of length 2, attached to the simple path p, are identified and
labelled as

{ci1ci2 : (i1, i2) ∈ Ip
2 }

for some indexing set of ordered pairs Ip
2 ⊂ Ip

1 × I.

This set of chains of length 2 generates the cosets of semigroups

Bp
t = ci1 〈ε, cα, cβ : α ∈ Ip

1 , (i1, β) ∈ Ip
2 〉

for t = 2, . . . , t2 + 1 where t2 = # {i1 : (i1, i2) ∈ Ip
2 } that is t2 is the number of

distinct elements in the set {i1 : (i1, i2) ∈ Ip
2 }.

• The set of chains of length 3, attached to the simple path p, are identified and
labelled as

{ci1ci2ci3 : (i1, i2, i3) ∈ Ip
3 }

for some indexing set of ordered triples Ip
3 ⊂ Ip

2 × I ⊂ Ip
1 × I × I.

This set of chains of length 3 generates the cosets of semigroups

Bp
t = ci1ci2 〈ε, cα, cβ, cγ : α ∈ Ip

1 , (i1, β) ∈ Ip
2 , (i1, i2, γ) ∈ Ip

3 〉

for t = t2 + 2, . . . , t3 + t2 + 1 where t3 = # {(i1, i2) : (i1, i2, i3) ∈ Ip
3 }.

...
...

...

• The set of chains of length n, attached to the simple path p, are identified and
labelled as

{ci1ci2 · · · cin : (i1, i2, . . . , in) ∈ Ip
n}

for some indexing set of ordered n-tuples Ip
n ⊂ Ip

n−1×I ⊂ · · · ⊂ Ip
1 ×I×· · ·×I.
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This set of chains of length n generates the cosets of semigroups

Bp
t = ci1ci2 · · · cin−1〈ε,cα, cβ, cγ, . . . , cω : α ∈ Ip

1 , (i1, β) ∈ Ip
2 ,

(i1, i2, γ) ∈ Ip
3 , . . . , (i1, i2, . . . , in−1, ω) ∈ Ip

n 〉

for t = 2 +
∑n−1

r=2 tr, . . . , 1 +
∑n

r=2 tr, where

tn = # {(i1, i2, . . . , in−1) : (i1, i2, . . . , in−1, in) ∈ Ip
n} .

This listing process must terminate as n, n 6 m, is simply the length of the
longest chain(s) in the graph attached to the simple path p. Let M = 1 +

∑n
r=2 tr

denote the number of elements in the list. Each of the cosets Bp
i is a collection of

strings on the symbols T = {ci : i ∈ I} that is Bp
i ⊂ T ∗ for i, 1 6 i 6 M . Exactly

as A was defined in part (a) above we define (Bp,}) 6 (T ,}) as

Bp = 〈Bp
i : 1 6 i 6 M〉 .

Again, as in part (a), from the definition of the binary operation } in Equation
(2.1.3), it follows that the finite semigroup Bp, can also be written as

Bp =
{
Bp
j1

}Bp
j2

} · · ·}Bp
jk

: j1j2 · · · jk ∈ {1, 2, . . . ,M}M
}
.

Let
⋃
Bp be defined as⋃

Bp =
⋃

j1j2···jk∈{1,2,...,M}M
Bp
j1

}Bp
j2

} · · ·}Bp
jk
,

then
⋃
Bp ⊂ T ∗. Taking ψ to be the function defined in Equation (2.1.1), using the

function r in place of g, (also see Equation (2.1.4)), exactly as was done in part (a)
above, we may now define ψ(

⋃
Bp) as

ψ
(⋃
Bp
)

=
⋃

j1j2···jk∈{1,2,...,M}M
ψ
(
Bp
j1

}Bp
j2

} · · ·}Bp
jk

)
,

where ψ(
⋃
Bp) ⊂ T

∗
= 〈1, Ci : i ∈ I〉 ⊂ R+.

We show, in parts (e) and (f) that follow, that for a vertex v, v 6= u,⋃
p∈D∗uv

rpψ
(⋃
Bp
)

= {re : e ∈ E∗uv} . (2.3.4)

The method used is almost identical to that given in parts (b) and (c).

(e)
⋃

p∈D∗uv
rpψ (

⋃
Bp) ⊂ {re : e ∈ E∗uv}.

Consider any simple path p ∈ D∗uv ⊂ E∗uv as fixed. For ε ∈ Bp
1 clearly

rpψ(ε) = rp ∈ {re : e ∈ E∗uv}. Now consider any non-empty string of simple cy-
cles ci1ci2 · · · cil ∈

⋃
Bp then

ci1ci2 · · · cil ∈ B
p
j1

}Bp
j2

} · · ·}Bp
jk
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for some string j1j2 · · · jk ∈ {1, 2, . . . ,M}M. From the construction of each Bp
i

and the definition of the binary operation } it is clear that each cycle cij is either
attached to the path p or to a cycle that appears on its left in the string ci1ci2 · · · cil .
Applying Lemma 2.3.1 with g = p ∈ E∗uv and c = ci1 we obtain f ∈ E∗uv with
rf = rpCi1 . Now putting g = f and c = ci2 , applying Lemma 2.3.1 again produces
a new path f ∈ E∗uv with rf = rpCi1Ci2 . Applying Lemma 2.3.1 repeatedly in this
way we can produce a path f ∈ E∗uv such that

rf = rpCi1Ci2 · · ·Cil = rpψ(ci1ci2 · · · cil).

Hence rpψ(
⋃
Bp) ⊂ {re : e ∈ E∗uv}.

(f) {re : e ∈ E∗uv} ⊂
⋃

p∈D∗uv
rpψ (

⋃
Bp).

We note that for each p ∈ D∗uv, ε ∈ B
p
1 and 1 = ψ(ε) ∈ ψ (

⋃
Bp), and so it follows

that {re : e ∈ D∗uv ⊂ E∗uv} ⊂
⋃

p∈D∗uv
rpψ (

⋃
Bp). So we consider e ∈ E∗uv \D∗uv, that

is e ∈ E∗uv where e is not a simple path. Repeated applications of Lemma 2.3.2
produce

re = rpCikCik−1
· · ·Ci2Ci1 = rpψ(cikcik−1

· · · ci2ci1),

for some simple path p ∈ D∗uv, where the simple cycles may be repeated in the
sequence cikcik−1

· · · ci2ci1 , where cik is attached to the simple path p, and where
every other cycle is either attached to p, or it is attached to at least one cycle
appearing on its left. Applying the function ϕ, defined by Equation (2.1.5), we
obtain

ϕ(cikcik−1
· · · ci2ci1) = ck1

j1
ck2
j2
· · · ckljl , (2.3.5)

where for convenience we have relabelled the indices, with j1 = ik. It follows from the
way the function ϕ operates that the simple cycle cj1 is attached to the simple path
p and every other simple cycle in the string on the right-hand side of this equation
is either attached to p, or it is attached to at least one simple cycle occuring to its
left. In terms of similarity ratios

re = rpψ(cikcik−1
· · · ci2ci1) = rpψ(ck1

j1
ck2
j2
· · · ckljl ) = rpC

k1
j1
Ck2
j2
· · ·Ckl

jl
, (2.3.6)

By applying Lemma 2.3.3 in exactly the same way as was done in part (c) we
identify cosets Bp

qi
such that

Bp
q1

}Bp
q2

} · · ·}Bp
ql

= cjd1cjd2 · · · cjdk 〈ε, . . . , cj1 , cj2 , . . . , cjl−1
, cjl , . . .〉.

for some, possibly empty, subsequence (d1, d2, . . . , dk) of (1, 2, . . . , l − 1, l), where
each simple cycle in the multiplier occurs on the right-hand side of Equation (2.3.5).
(If the subsequence (d1, d2, . . . , dk) is empty, then Bp

q1
} Bp

q2
} · · · } Bp

ql
= Bp

1 ).
Every simple cycle that occurs on the right-hand side of Equation (2.3.5) is also a
generator of this semigroup. Now

ψ(Bp
q1

}Bp
q2

} · · ·}Bp
ql

) = Cjd1Cjd2 · · ·Cjdk 〈1, . . . , Cj1 , Cj2 , . . . , Cjl−1
, Cjl , . . .〉,

and so from Equation (2.3.6)

re = rpC
k1
j1
Ck2
j2
· · ·Ckl

jl
∈ rpψ(Bp

q1
}Bp

q2
· · ·}Bp

ql
).
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Therefore {re : e ∈ E∗uv} ⊂
⋃

p∈D∗uv
rpψ (

⋃
Bp) as was required to be shown.

From Equation (2.2.5), the gap lengths of the attractor Fu at the vertex u are
given by

Gu =
⋃

gu∈G1
u

gu {1, re : e ∈ E∗uu} ∪
⋃
v∈V
v 6=u
gv∈G1

v

gv {re : e ∈ E∗uv} .

Using Equations (2.3.1) and (2.3.4), we obtain,

Gu =
⋃

gu∈G1
u

guψ
(⋃
A
)
∪
⋃
v∈V
v 6=u
gv∈G1

v

gv

( ⋃
p∈D∗uv

rpψ
(⋃
Bp
) )

.

This completes the proof because ψ(
⋃
A) and ψ (

⋃
Bp), for each p ∈ D∗uv, are

finite unions of cosets of finitely generated semigroups, where the generators of the
semigroups are similarity ratios of simple cycles in the directed graph.

In the next corollary we collect together, for future reference, equations estab-
lished in the proof of Proposition 2.3.4, that will be useful to us. Equations (2.3.10)
and (2.3.11) follow from the algorithm in parts (a) and (d) in the proof of Proposition
2.3.4 as ψ(

⋃
A) ⊂ T

∗
= 〈1, Ci : i ∈ I〉 and ψ (

⋃
Bp) ⊂ T

∗
= 〈1, Ci : i ∈ I〉.

Corollary 2.3.5. Let
(
V,E∗, i, t, r, ((R, | |))v∈V , (Se)e∈E1

)
be a directed graph IFS

satisfying the CSSC. Then the gap lengths of the attractor Fu, at a vertex u, can be
expressed as

Gu =
⋃

gu∈G1
u

guψ
(⋃
A
)
∪
⋃
v∈V
v 6=u
gv∈G1

v

gv

( ⋃
p∈D∗uv

rpψ
(⋃
Bp
) )

, (2.3.7)

where

ψ
(⋃
A
)

= {1, re : e ∈ E∗uu} , (2.3.8)⋃
p∈D∗uv

rpψ
(⋃
Bp
)

= {re : e ∈ E∗uv} , for v 6= u. (2.3.9)

ψ
(⋃
A
)
⊂ 〈1, Ci : i ∈ I〉 , (2.3.10)

and

ψ
(⋃
Bp
)
⊂ 〈1, Ci : i ∈ I〉 , (2.3.11)

for simple paths p ∈ D∗uv, v ∈ V , v 6= u.

Corollary 2.3.6. Let
(
V,E∗, i, t, r, ((R, | |))v∈V , (Se)e∈E1

)
, be a standard (1-vertex)

directed graph IFS, which satisfies the CSSC. Then the gap lengths of the attractor
can be expressed as a finite union of cosets of a single finitely generated semigroup.
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Proof. For a 1-vertex directed graph with V = {w}, there are no simple paths,
no chains attached to w of length greater than 1, and the only chains of length 1
attached to w are loops consisting of a single edge. It follows that ψ (

⋃
A) = ψ (A1),

and Equation (2.3.7) gives the gap lengths of the attractor as

Gw =
⋃

gw∈G1
w

gwψ (A1) ,

where G1
w denotes the gap lengths at the single vertex w, in the first level iteration of

Iw, as defined in Subsection 2.2.1. As ψ (A1) is just a finitely generated semigroup,
Gw is a finite union of cosets of a single finitely generated semigroup.

2.4 An example of a 2-vertex IFS

The proof of Proposition 2.3.4 provides an algorithm for expressing the set of gap
lengths of an attractor in terms of cosets of semigroups. In this section we illustrate

1 0 1

e2

0

ca bb
gv

e3

e4

e1

vu

gu

I vIu

Se4 Se2 Se3Se1

Figure. 2.4.1: A 2-vertex directed graph IFS.

the method by using it to calculate the gap lengths of the attractor Fu of the directed
graph IFS illustrated in Figure 2.4.1 and for which the CSSC holds as gu, gv are
assumed to be strictly positive.

For the graph in Figure 2.4.1 the simple cycles are

c1 = e1, c2 = e2e4, and c3 = e3.

The similarity ratios of the similarities along these simple cycles are

r(c1) = re1 = a, r(c2) = re2re4 = bb = b2, and r(c3) = re3 = c.
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Let
T = {c1, c2, c3} .

We now follow the algorithm in part (a) of the proof of Proposition 2.3.4.

• The set of chains of length 1 (simple cycles), attached to the vertex u, is

{c1, c2} .

The chains of length 1 generate the semigroup of strings

A1 = 〈ε, c1, c2〉 .

• The set of chains of length 2, attached to the vertex u, is

{c2c3}

This set generates the following coset of a semigroup of strings

A2 = c2 〈ε, c1, c2, c3〉 .

• There are no chains of length 3 or more, attached to the vertex u, so we stop.

We calculate (A,}) as
A = 〈A1, A2〉 = {A1, A2} ,

since A1 }A1 = A1 and A1 }A2 = A2 }A1 = A2 }A2 = A2. This gives ψ (
⋃
A) as

ψ
(⋃
A
)

= ψ (A1) ∪ ψ (A2)

= 〈1, r(c1), r(c2)〉 ∪ r(c2) 〈1, r(c1), r(c2), r(c3)〉
=
〈
1, a, b2

〉
∪ b2

〈
1, a, b2, c

〉
,

so
ψ
(⋃
A
)

=
〈
1, a, b2

〉
∪ b2

〈
1, a, b2, c

〉
. (2.4.1)

There is only one simple path p = e2 from the vertex u to v, so we now follow the
algorithm in part (d) of the proof of Proposition 2.3.4, just once for this simple path.

• The set of chains of length 1, attached to the simple path e2, is

{c1, c2, c3} .

These chains of length 1 generate the semigroup of strings

Be2
1 = 〈ε, c1, c2, c3〉 .

• There are no chains of length 2 or more, attached to the simple path e2, so we
stop.
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(Be2 ,}) is
Be2 = 〈Be2

1 〉 = {Be2
1 } .

So

ψ
(⋃
Be2
)

= ψ (Be2
1 )

= 〈1, r(c1), r(c2), r(c3)〉
=
〈
1, a, b2, c

〉
.

Finally Equation (2.3.7) gives the set of gap lengths of the attractor Fu as

Gu = guψ
(⋃
A
)
∪ gvre2ψ

(⋃
Be2
)

= gu
〈
1, a, b2

〉
∪ gub2

〈
1, a, b2, c

〉
∪ gvb

〈
1, a, b2, c

〉
= gu 〈1, a〉 ∪ gub2

〈
1, a, b2, c

〉
∪ gvb

〈
1, a, b2, c

〉
. (2.4.2)

Before going any further we use the array formula of Equation (2.2.8) as a check
on this calculation. Putting u = v1 and v = v2 in Equations (2.2.6) and (2.2.7),
means M ∈M2 is given by

M =

(
{a} {b}
{b} {c}

)
.

and

g =

(
G1
u

G1
v

)
=

(
{gu}
{gv}

)
.

From Equation (2.2.8) the sets of gap lengths Gu, Gv, of the attractors Fu, Fv, are
given by (

Gu

Gv

)
=
∞⋃
j=0

Mjg.

The first few arrays Mj, for j = 0, 1, 2, 3, 4, are

M0 =

(
{1} {0}
{0} {1}

)
,

M =

(
{a} {b}
{b} {c}

)
,

M2 =

(
{a2, b2} {ab, bc}
{ab, bc} {b2, c2}

)
,

M3 =

(
{a3, ab2, b2c} {a2b, abc, bc2, b3}
{a2b, abc, bc2, b3} {ab2, b2c, c3}

)
,

and

M4 =

(
{a4, a2b2, ab2c, b2c2, b4} {a3b, a2bc, ab3, abc2, b3c, bc3}

{a3b, a2bc, ab3, abc2, b3c, bc3} {a2b2, ab2c, b2c2, b4, c4}

)
.
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This gives the first few terms for Gu as

Gu = gu {1} ∪ gv {0} ∪ gu {a} ∪ gv {b} ∪ gu
{
a2, b2

}
∪ gv {ab, bc}

∪ gu
{
a3, ab2, b2c

}
∪ gv

{
a2b, abc, bc2, b3

}
∪ gu

{
a4, a2b2, ab2c, b2c2, b4

}
∪ gv

{
a3b, a2bc, ab3, abc2, b3c, bc3

}
∪ · · ·

= gu
{

1, a, a2, b2, a3, ab2, b2c, a4, a2b2, ab2c, b2c2, b4, . . .
}
∪

gv
{
b, ab, bc, a2b, abc, bc2, b3, a3b, a2bc, ab3, abc2, b3c, bc3 . . .

}
= gu

{
1, a, a2, a3, a4, . . .

}
∪ gub2

{
1, a, c, a2, ac, c2, b2, . . .

}
∪

gvb
{

1, a, c, a2, ac, c2, b2, a3, a2c, ab2, ac2, b2c, c3, . . .
}
,

and this shows how the cosets in Gu = gu 〈1, a〉 ∪ gub2 〈1, a, b2, c〉 ∪ gvb 〈1, a, b2, c〉,
evolve with increasing powers of M, that is with increasing path length.

2.5 A more complicated example

b

c

d

e

g

f

h

i

j

k

l

m

n

oa

u

Figure. 2.5.1: A directed graph.

We now consider the more complicated directed graph shown in Figure 2.5.1. We
will explicitly calculate an expression for ψ (

⋃
A), at the vertex u shown in Figure

2.5.1, by applying the algorithm in part (a) of the proof of Proposition 2.3.4.
There are 12 simple cycles in this graph, they are

c1 = dc, c2 = db, c3 = ec, c4 = eb, c5 = f, c6 = gmh, c7 = glnh, c8 = a,

c9 = imj, c10 = ilnj, c11 = k, c12 = o.

Let
T = {c1, c2, . . . , c12} .
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• The set of chains (simple cycles) attached to the vertex u of length 1 is

{c1, c2, c3, c4, c5, c6, c7} .

For convenience we will use the notation

c = c1, c2, c3, c4, c5, c6, c7

The chains of length 1 generate the semigroup of strings

A1 = 〈ε, c1, c2, c3, c4, c5, c6, c7〉 = 〈ε, c〉 .

• The set of chains of length 2, attached to the vertex u, is

{c1c8, c2c8, c3c8, c4c8, c6c9, c6c10, c7c9, c7c10, c7c12} .

This set of chains of length 2 generates the cosets of semigroups of strings

A2 = c1 〈ε, c, c8〉 ,
A3 = c2 〈ε, c, c8〉 ,
A4 = c3 〈ε, c, c8〉 ,
A5 = c4 〈ε, c, c8〉 ,
A6 = c6 〈ε, c, c9, c10〉 ,
A7 = c7 〈ε, c, c9, c10, c12〉 .

• The set of chains of length 3, attached to the vertex u, is

{c6c10c11, c6c10c12, c6c9c11, c7c9c11, c7c10c11} .

This set of chains of length 3 generates the cosets of semigroups of strings

A8 = c6c10 〈ε, c, c9, c10, c11, c12〉 ,
A9 = c6c9 〈ε, c, c9, c10, c11〉 ,
A10 = c7c9 〈ε, c, c9, c10, c11, c12〉 ,
A11 = c7c10 〈ε, c, c9, c10, c11, c12〉 .

• There are no chains of length 4 or more, attached to the vertex u, so we stop.

The finitely generated semigroup of cosets of string semigroups, (A,}) is given
by

A = 〈A1, A2, . . . , A11〉
=
{
Aj1 } Aj2 } · · ·} Ajk : j1j2 · · · jk ∈ {1, 2, . . . , 11}M

}
.

The similarity ratio of a simple cycle ci is r(ci) = rci = Ci, and for convenience
we will also use the notation

C = r(c1), r(c2), r(c3), r(c4), r(c5), r(c6), r(c7)
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= C1, C2, C3, C4, C5, C6, C7

so 〈1, C〉 = 〈1, C1, C2, C3, C4, C5, C6, C7〉.
We calculate ψ(

⋃
A) ⊂ R+ as

ψ (
⋃
A) =

〈1, C〉
∪ C1 〈1, C, C8〉
∪ C2 〈1, C, C8〉
∪ C3 〈1, C, C8〉
∪ C4 〈1, C, C8〉
∪ C6 〈1, C, C9, C10〉
∪ C7 〈1, C, C9, C10, C12〉
∪ C6C10 〈1, C, C9, C10, C11, C12〉
∪ C6C9 〈1, C, C9, C10, C11〉
∪ C7C9 〈1, C, C9, C10, C11, C12〉
∪ C7C10 〈1, C, C9, C10, C11, C12〉



Single cosets, ψ (Ai).

∪ C1C6 〈1, C, C8, C9, C10〉
∪ C2C6 〈1, C, C8, C9, C10〉
∪ C3C6 〈1, C, C8, C9, C10〉
∪ C4C6 〈1, C, C8, C9, C10〉
∪ C1C7 〈1, C, C8, C9, C10, C12〉
∪ C2C7 〈1, C, C8, C9, C10, C12〉
∪ C3C7 〈1, C, C8, C9, C10, C12〉
∪ C4C7 〈1, C, C8, C9, C10, C12〉
∪ C6C7 〈1, C, C9, C10, C12〉
∪ C1(C6C10) 〈1, C, C8, C9, C10, C11, C12〉
∪ C2(C6C10) 〈1, C, C8, C9, C10, C11, C12〉
∪ C3(C6C10) 〈1, C, C8, C9, C10, C11, C12〉
∪ C4(C6C10) 〈1, C, C8, C9, C10, C11, C12〉
∪ C1(C6C9) 〈1, C, C8, C9, C10, C11〉
∪ C2(C6C9) 〈1, C, C8, C9, C10, C11〉
∪ C3(C6C9) 〈1, C, C8, C9, C10, C11〉
∪ C4(C6C9) 〈1, C, C8, C9, C10, C11〉
∪ C7(C6C9) 〈1, C, C9, C10, C11, C12〉
∪ C1(C7C9) 〈1, C, C8, C9, C10, C11, C12〉
∪ C2(C7C9) 〈1, C, C8, C9, C10, C11, C12〉
∪ C3(C7C9) 〈1, C, C8, C9, C10, C11, C12〉
∪ C4(C7C9) 〈1, C, C8, C9, C10, C11, C12〉
∪ C1(C7C10) 〈1, C, C8, C9, C10, C11, C12〉
∪ C2(C7C10) 〈1, C, C8, C9, C10, C11, C12〉
∪ C3(C7C10) 〈1, C, C8, C9, C10, C11, C12〉
∪ C4(C7C10) 〈1, C, C8, C9, C10, C11, C12〉



Combinations of two
cosets, ψ (Ai1 }Ai2).
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∪ C1C6C7 〈1, C, C8, C9, C10, C12〉
∪ C2C6C7 〈1, C, C8, C9, C10, C12〉
∪ C3C6C7 〈1, C, C8, C9, C10, C12〉
∪ C4C6C7 〈1, C, C8, C9, C10, C12〉
∪ C7C1(C6C9) 〈1, C, C8, C9, C10, C11, C12〉
∪ C7C2(C6C9) 〈1, C, C8, C9, C10, C11, C12〉
∪ C7C3(C6C9) 〈1, C, C8, C9, C10, C11, C12〉
∪ C7C4(C6C9) 〈1, C, C8, C9, C10, C11, C12〉


Combinations of three
cosets, ψ (Ai1 }Ai2 }Ai3).

∪ (C6C10)C1C7 〈1, C, C8, C9, C10, C11, C12〉
∪ (C6C10)C2C7 〈1, C, C8, C9, C10, C11, C12〉
∪ (C6C10)C3C7 〈1, C, C8, C9, C10, C11, C12〉
∪ (C6C10)C4C7 〈1, C, C8, C9, C10, C11, C12〉

 Combinations of four cosets,
ψ (Ai1 }Ai2 }Ai3 }Ai4).

The semigroup in the last group of combinations of four cosets, contains the similar-
ity ratios of all the simple cycles in the graph as its generators, and this means that
writing out further combinations in the above list is not going to give us anything
new.

We now illustrate why it is the case that for a particular cycle in the graph
e ∈ E∗uu the similarity ratio re ∈ ψ(

⋃
A), this is just to give a concrete example

of the central idea behind the method in part (c) of the proof of Proposition 2.3.4.
As an example consider the cycle dabglnjilnjkimh ∈ E∗uu, which is coloured grey

u

b

c

d

e

g

f

h

i

j

k

l

m

n

oa

Figure. 2.5.2: The cycle dabglnjilnjkimh starting and ending at the vertex u is shown in
grey in this graph.

in Figure 2.5.2. As described in the proof of Lemma 2.3.2, we travel along the cycle
until the first time a vertex is repeated. For our example the first vertex that is
repeated is indicated by a pair of vertical bars, as follows,

d | a | bglnjilnjkimh.

The edge(s) between the repeated vertex are removed and labelled as one of the
simple cycles of the graph listed above,

dbglnjilnjkimh, c8 = a.
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The process is repeated until no edges are left,

| db | glnjilnjkimh, c8,

glnjilnjkimh, c2 = db, c8,

g | lnji | lnjkimh, c2, c8,

glnjkimh, c10 = lnji, c2, c8,

glnj | k | imh, c10, c2, c8,

glnjimh, c11 = k, c10, c2, c8,

g | lnji | mh, c11, c10, c2, c8,

gmh, c10 = lnji, c11, c10, c2, c8,

| gmh |, c10, c11, c10, c2, c8,

c6 = gmh, c10, c11, c10, c2, c8.

The edges of the cycle dabglnjilnjkimh have now been re-ordered into the simple
cycles c6c10c11c10c2c8, where the first simple cycle c6 is attached to u, and where
every other cycle in this list is either attached to u or is attached to a cycle appearing
on its left. Applying the function ϕ, defined by Equation (2.1.5), we obtain

ϕ(c6c10c11c10c2c8) = c6c
2
10c11c2c8.

Now c2c8, is a chain attached to the vertex u so the coset corresponding to c8 is A3,
and the coset corresponding to c2 is A1. c6c10c11 is a chain attached to u, and this
makes A8 the corresponding coset for c11. The chain c6c10 gives A6 as the coset for
c10 and finally A1 is the coset for c6, as c6 is attached to u. The product of cosets
corresponding to the string of simple cycles c6c

2
10c11c2c8 is therefore

A1 } A6 } A8 } A1 } A3 = A8 } A3

= c6c10c2 〈ε, c, c8, c9, c10, c11, c12〉 .

In terms of similarity ratios it follows that

rdabglnjilnjkimh = r(c6)r(c10)r(c11)r(c10)r(c2)r(c8)

= C6C10C11C10C2C8

= C6C
2
10C11C2C8

∈ C6C10C2 〈1, C, C8, C9, C10, C11, C12〉
= ψ (A8 } A3)

⊂ ψ
(⋃
A
)
,

and so rdabglnjilnjkimh ∈ ψ (
⋃
A), as we expected.
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2.6 2-vertex systems are not the same as 1-vertex systems

We remind the reader that in this chapter we are only considering IFSs which satisfy
the CSSC. Corollary 2.3.6 shows that a standard (1-vertex) IFS produces an attrac-
tor whose set of gap lengths can always be expressed as a finite union of cosets of a
finitely generated semigroup. We now show that the example of a 2-vertex IFS illus-
trated in Figure 2.4.1 above, produces an attractor Fu at the vertex u, which cannot
be the attractor of any standard (1-vertex) IFS. To do this it is clearly enough to
show that the set of gap lengths Gu in Fu, given by Equation (2.4.2), cannot be
represented by a finite union of cosets of a single finitely generated semigroup. That
is we need to show

Gu = gu 〈1, a〉 ∪ gub2
〈
1, a, b2, c

〉
∪ gvb

〈
1, a, b2, c

〉
6=

m⋃
j=1

hj 〈1, x1, x2, . . . , xn〉 ,

for any positive real numbers hj, 1 6 j 6 m, and xk, 1 6 k 6 n, where we need
to make the assumption that the set {gu, gv, a, b, c} is multiplicatively rationally
independent (see Subsection 2.1.1). For 〈1, a, b2, c〉 and 〈gu, gv, a, b, c〉group referred
to in the next lemma and its proof, if {gu, gv, a, b, c} is a multiplicatively rationally
independent set then 〈1, a, b2, c〉 is a finitely generated free (commutative) semigroup
with identity and 〈gu, gv, a, b, c〉group is a finitely generated free (commutative) group.

Lemma 2.6.1. Let {gu, gv, a, b, c} ⊂ R+, be a multiplicatively rationally independent
set, then

gu 〈1, a〉 ∪ gub2
〈
1, a, b2, c

〉
∪ gvb

〈
1, a, b2, c

〉
6=

m⋃
j=1

hj 〈1, x1, x2, . . . , xn〉 ,

for any hj ∈ R+, 1 6 j 6 m, and any xk ∈ R+, 1 6 k 6 n.

Proof. For a contradiction we assume there exist positive real numbers hj, 1 6 j 6
m, and xk, 1 6 k 6 n, such that

gu 〈1, a〉 ∪ gub2
〈
1, a, b2, c

〉
∪ gvb

〈
1, a, b2, c

〉
=

m⋃
j=1

hj 〈1, x1, x2, . . . , xn〉 . (2.6.1)

This can be written as

guA ∪ gvB =
m⋃
j=1

hj 〈1, x1, x2, . . . , xn〉 ,

where

A = 〈1, a〉 ∪ b2
〈
1, a, b2, c

〉
=
{
apb2qcr : p, q, r ∈ N ∪ {0} , if q = 0 then r = 0

}
,

and
B = b

〈
1, a, b2, c

〉
=
{
apb2q+1cr : p, q, r ∈ N ∪ {0}

}
.
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(a) guA ∩ gvB = ∅.
If guA ∩ gvB 6= ∅, then there exists x ∈ guA ∩ gvB with

x = g1
ug

0
va

p1b2q1cr1 = g0
ug

1
va

p2b2q2+1cr2 ,

which, by the rational independence of the set {gu, gv, a, b, c}, implies 1 = 0.
This means that for any hj, 1 6 j 6 m, either hj ∈ guA or hj ∈ gvB but not

both, so we consider each case in turn in parts (b) and (c).

(b) hj ∈ guA implies hj 〈1, x1, x2, . . . , xn〉 ⊂ guA and 〈1, x1, x2, . . . , xn〉 ⊂ 〈1, a,
b2, c〉.

Suppose hj ∈ guA then

hj = g1
ua

α1b2α2cα3 .

Let x ∈ 〈1, x1, x2, . . . , xn〉. Assume hjx ∈ gvB then

hjx = g1
ua

α1b2α2cα3x = g1
va

β1b2β2+1cβ3 ,

and

x = g−1
u g1

va
β1−α1b2(β2−α2)+1cβ3−α3 ,

where we are now considering x ∈ 〈gu, gv, a, b, c〉group, the group operation being
multiplication. Consider any k ∈ N with k > 2, then the exponent of gv in hjx

k is k.
Now either hjx

k ∈ guA or hjx
k ∈ gvB. If hjx

k ∈ guA then by rational independence
k = 0, which is a contradiction and if hjx

k ∈ gvB then by rational independence
k = 1 which is again a contradiction. Therefore hjx /∈ gvB and so hjx ∈ guA.

We now write hjx as

hjx = g1
ua

α1b2α2cα3x = g1
ua

β1b2β2cβ3 ,

with

x = aβ1−α1b2(β2−α2)cβ3−α3 ,

where strictly speaking we are again considering x ∈ 〈gu, gv, a, b, c〉group. For any
k ∈ N, the exponent of gu in hjx

k is 1 and so by rational independence, if hjx
k ∈ gvB,

then 1 = 0, which implies hjx
k ∈ guA, and

hjx
k = g1

ua
α1+k(β1−α1)b2α2+2k(β2−α2)cα3+k(β3−α3) = g1

ua
δ1(k)b2δ2(k)cδ3(k),

where δ1(k), δ2(k), δ3(k) ∈ N∪{0}. Again by rational independence we may conclude
that α1+k(β1−α1) > 0, 2α2+2k(β2−α2) > 0, and α3+k(β3−α3) > 0, for all k ∈ N.
Hence β1 − α1 > 0, β2 − α2 > 0, β3 − α3 > 0 so that x ∈ 〈1, a, b2, c〉. In summary
we have shown that hj ∈ guA implies hjx ∈ guA for all x ∈ 〈1, x1, x2, . . . , xn〉, and
〈1, x1, x2, . . . , xn〉 ⊂ 〈1, a, b2, c〉.

(c) hj ∈ gvB implies hj 〈1, x1, x2, . . . , xn〉 ⊂ gvB and 〈1, x1, x2, . . . , xn〉 ⊂ 〈1, a,
b2, c〉.

Suppose that hj ∈ gvB, then

hj = g1
va

α1b2α2+1cα3 .
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Let x ∈ 〈1, x1, x2, . . . , xn〉. Assume hjx ∈ guA then

hjx = g1
va

α1b2α2+1cα3x = g1
ua

β1b2β2cβ3 ,

and

x = g1
ug
−1
v aβ1−α1b2(β2−α2)−1cβ3−α3 ,

where we are now considering x ∈ 〈gu, gv, a, b, c〉group. Consider any k ∈ N with
k > 2, then the exponent of gu in hjx

k is k. Now either hjx
k ∈ guA or hjx

k ∈ gvB.
If hjx

k ∈ guA then by rational independence k = 1, which is a contradiction and
if hjx

k ∈ gvB then by rational independence k = 0 which is again a contradiction.
Therefore hjx /∈ guA and so hjx ∈ gvB.

We now write hjx as

hjx = g1
va

α1b2α2+1cα3x = g1
va

β1b2β2+1cβ3 ,

with

x = aβ1−α1b2(β2−α2)cβ3−α3 ,

where strictly speaking we are now considering x ∈ 〈gu, gv, a, b, c〉group. For any
k ∈ N, the exponent of gv in hjx

k is 1 and so by rational independence, if hjx
k ∈ guA,

then 1 = 0, which implies hjx
k ∈ gvB, and

hjx
k = g1

va
α1+k(β1−α1)b2α2+1+2k(β2−α2)cα3+k(β3−α3) = g1

va
δ1(k)b2δ2(k)+1cδ3(k),

where δ1(k), δ2(k), δ3(k) ∈ N∪{0}. Again by rational independence we may conclude
that α1 + k(β1−α1) > 0, 2α2 + 1 + 2k(β2−α2) > 0, and α3 + k(β3−α3) > 0, for all
k ∈ N. Hence β1−α1 > 0, β2−α2 > 0, β3−α3 > 0 and x ∈ 〈1, a, b2, c〉. In summary
we have shown that hj ∈ gvB implies hjx ∈ gvB for all x ∈ 〈1, x1, x2, . . . , xn〉, and
〈1, x1, x2, . . . , xn〉 ⊂ 〈1, a, b2, c〉.

Relabelling the hj if necessary, the results of parts (a), (b) and (c) imply that the
set {h1, h2, . . . , hm} must split into two non-empty subsets, {h1, h2, . . . , hr} ⊂ guA
and {hr+1, hr+2, . . . , hm} ⊂ gvB, with

guA =
r⋃
j=1

hj 〈1, x1, x2, . . . , xn〉 , (2.6.2)

and

gvB =
m⋃

j=r+1

hj 〈1, x1, x2, . . . , xn〉 ,

where 〈1, x1, x2, . . . , xn〉 ⊂ 〈1, a, b2, c〉.

(d) At least one of the generators of the semigroup 〈1, x1, x2, . . . , xn〉, is of the
form xk = ct, for some xk, 1 6 k 6 n, and some t ∈ N.

We recall that

guA = gu
{
apb2qcr : p, q, r,∈ N ∪ {0} , if q = 0 then r = 0

}
,
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so that gub
2cm ∈ guA for all m ∈ N. Considering M ∈ N as fixed, then from

Equation (2.6.2)
gub

2cM = hsx
i1
1 x

i2
2 · · ·xinn , (2.6.3)

for some hs ∈ guA, 1 6 s 6 r, and non-negative integers ik ∈ N∪{0}, 1 6 k 6 n. For
a contradiction we now assume that none of the xk, 1 6 k 6 n, is of the form xk =
ct, t ∈ N. Rational independence and the fact that 〈1, x1, x2, . . . , xn〉 ⊂ 〈1, a, b2, c〉,
then implies that hs = guc

p and xk = b2cq, for some k, 1 6 k 6 n, with ik = 1 and
il = 0 for all l 6= k, and where p, q ∈ N ∪ {0}, with p + q = M . That is Equation
(2.6.3) reduces to

gub
2cM = hsxk.

Since we only have a finite number of generators in the semigroup 〈1, x1, x2, . . . , xn〉
and a finite set of numbers {hi : 1 6 i 6 r}, we can only produce at most r × n
distinct numbers of the form gub

2cm, on the right-hand side of Equation (2.6.2).
Therefore {

gub
2cm : m ∈ N

}
6⊂

r⋃
j=1

hj 〈1, x1, x2, . . . , xn〉 ,

but {
gub

2cm : m ∈ N
}
⊂ guA.

This contradiction of Equation (2.6.2) means our assumption is false and at least one
of the generators xk, 1 6 k 6 n, must be of the form xk = ct, for some t ∈ N. (As a
constructive example h1 = gub

2, h2 = gub
2c and x1 = c2 are enough to generate all

the numbers in the set {gub2cm : m ∈ N}).
(e) gua /∈

⋃r
j=1 hj 〈1, x1, x2, . . . , xn〉.

From the result of part (d), relabelling the xk if necessary, so that x1 = ct, t ∈ N,
we may write Equation (2.6.2) as

guA = gu 〈1, a〉 ∪ gub2
〈
1, a, b2, c

〉
=

r⋃
j=1

hj
〈
1, ct, x2, . . . , xn

〉
,

where 〈1, ct, x2, . . . , xn〉 ⊂ 〈1, a, b2, c〉. Now gu 〈1, a〉 ∩ gub2 〈1, a, b2, c〉 = ∅, by the
rational independence of the set {gu, gv, a, b, c}, so for each j, 1 6 j 6 r, either
hj ∈ gu 〈1, a〉 or hj ∈ gub2 〈1, a, b2, c〉 but not both.

Suppose hj ∈ gu 〈1, a〉, then hj = gua
k for some k ∈ N ∪ {0}. It follows,

again by rational independence, that hjc
t = gua

kct /∈ gu 〈1, a〉 and hjc
t = gua

kct /∈
gub

2 〈1, a, b2, c〉, that is hjc
t /∈ guA. This contradiction means hj ∈ gub

2〈1, a, b2, c〉
for each j, 1 6 j 6 r, and so we may write hj as

hj = gub
2akjb2ljcmj ,

for some kj, lj,mj ∈ N ∪ {0}. The rational independence of the set {gu, gv, a, b, c},
together with the fact that 〈1, ct, x2, . . . , xn〉 ⊂ 〈1, a, b2, c〉, implies that

gua /∈
r⋃
j=1

gub
2akjb2ljcmj

〈
1, ct, x2, . . . , xn

〉
=

r⋃
i=1

hi 〈1, x1, x2, . . . , xn〉 .
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As gua ∈ guA, this is again a contradiction of Equation (2.6.2). Therefore our
original assumption is false, that is Equation (2.6.1) does not hold.

Lemma 2.6.1 proves that the set of gap lengths Gu, as given by Equation (2.4.2),
cannot be represented by a finite union of cosets of a single finitely generated semi-
group. It follows, by Corollary 2.3.6, that the attractor Fu, of the 2-vertex directed
graph IFS of Section 2.4, cannot be the attractor of any standard (1-vertex) IFS sat-
isfying the CSSC. We state this formally as Corollary 2.6.2. We remind the reader
that as stated in Subsection 1.2.8 the notation

(
V,E∗, i, t, r, ((R, | |))v∈V , (Se)e∈E1

)
represents a directed graph IFS, for which (Se)e∈E1 are contracting similarities de-
fined on R, and not just contractions.

Corollary 2.6.2. For the 2-vertex IFS of Figure 2.4.1, if the set {gu, gv, a, b, c} ⊂
R+ is a multiplicatively rationally independent set, then the attractor at the vertex
u, Fu, is not the attractor of any standard (1-vertex) IFS, defined on R, for which
the CSSC holds.

We now show in the next theorem, that any directed graph containing a partic-
ular subgraph, of the type shown in Figure 2.6.1, will produce an attractor which
cannot be the attractor of any standard (1-vertex) IFS for which the CSSC holds.
This generalises Corollary 2.6.2 and its proof is very similar to the proof of Lemma
2.6.1.

Theorem 2.6.3. Let
(
V,E∗, i, t, r, ((R, | |))v∈V , (Se)e∈E1

)
be any directed graph IFS,

satisfying the CSSC, whose directed graph contains three distinct simple cycles c1,
c2, and c3, such that c1 is attached to a vertex u, c2c3 is a chain of length 2 attached
to u and no chain in the graph, attached to u, contains both c1 and c3. Let Xu ⊂ R+,
be the set of gap lengths and contracting similarity ratios

Xu =
{
gw, Ci, rp : gw ∈ G1

w, w ∈ V, ci ∈ T, p ∈ D∗uv, v ∈ V, v 6= u
}
,

where G1
w is the set of level-1 gap lengths at the vertex w ∈ V , T = {ci : i ∈ I}, the

set of all simple cycles in the graph, and D∗uv ⊂ E∗uv, is the set of all simple paths
from the vertex u to the vertex v.

Suppose the set Xu is multiplicatively rationally independent, then the attractor
at the vertex u, Fu, is not the attractor of any standard (1-vertex) IFS, defined on
R, for which the CSSC holds.

Proof. For convenience we restate Equation (2.3.7) which gives the gap lengths of
the attractor Fu as

Gu =
⋃

gu∈G1
u

guψ
(⋃
A
)
∪
⋃
v∈V
v 6=u
gv∈G1

v

gv

( ⋃
p∈D∗uv

rpψ
(⋃
Bp
) )

. (2.6.4)

From Equations (2.3.10) and (2.3.11) in Corollary 2.3.5,

ψ(
⋃
A) ⊂ 〈1, Ci : i ∈ I〉 , (2.6.5)
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Figure. 2.6.1: An example of the type of subgraph of a directed graph, containing the three
simple cycles c1, c2, and c3, which are necessary for Theorem 2.6.3. It is also assumed that
there is no chain of simple cycles, attached to the vertex u, which contains both c1 and c3.

and
ψ
(⋃
Bp
)
⊂ 〈1, Ci : i ∈ I〉 , (2.6.6)

for simple paths p ∈ D∗uv, v ∈ V , v 6= u.
To prove the theorem we need to show that Gu cannot be represented as a finite

union of cosets of a single finitely generated semigroup. For a contradiction we
assume there exist positive real numbers hj, 1 6 j 6 m, and xk, 1 6 k 6 n, such
that

Gu =
m⋃
j=1

hj 〈1, x1, x2, . . . , xn〉 . (2.6.7)

(a) The union on the right-hand side of Equation (2.6.4) is pairwise disjoint.
This follows from the rational independence of the set Xu and Equations (2.6.5)

and (2.6.6). For example if guψ(
⋃
A) ∩ gvrpψ (

⋃
Bp) 6= ∅, then there exists x ∈

guψ(
⋃
A) ∩ gvrpψ (

⋃
Bp), with

x = gu
∏
i∈I

Cmi
i = gvrp

∏
i∈I

Cni
i ,

which is impossible by the rational independence of the set Xu. In the same way,
if gu, gu′ ∈ G1

u with gu 6= gu′ , and guψ(
⋃
A) ∩ gu′ψ(

⋃
A) 6= ∅, then there exists

x ∈ guψ(
⋃
A) ∩ gu′ψ(

⋃
A), with

x = gu
∏
i∈I

Cmi
i = gu′

∏
i∈I

Cni
i ,

which is again impossible by the rational independence of the set Xu. This argument
can be applied for any pair of elements in the union on the right-hand side of
Equation (2.6.4).
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(b) hj ∈ guψ(
⋃
A) implies hj〈1, x1, x2, . . . , xn〉 ⊂ guψ(

⋃
A) and 〈1, x1, x2, . . . ,

xn〉 ⊂ 〈1, Ci : i ∈ I〉.
Suppose hj ∈ guψ(

⋃
A) then, by Equation (2.6.5),

hj = g1
u

∏
i∈I

Cmi
i ,

for some mi ∈ N ∪ {0}. Let x ∈ 〈1, x1, x2, . . . , xn〉. Suppose hjx /∈ guψ(
⋃
A) then

from the disjoint union in Equation (2.6.4)

hjx = g1
u

∏
i∈I

Cmi
i x = g1

vr
α
p

∏
i∈I

Cni
i ,

for α ∈ {0, 1} and some ni ∈ N ∪ {0}. Hence

x = g−1
u g1

vr
α
p

∏
i∈I

Cni−mi
i ,

where we are now considering x ∈ 〈Xu〉group. Consider any k ∈ N with k > 2, then
the exponent of gv in hjx

k is k. Now hjx
k lies in one of the elements of the disjoint

union on the right-hand side of Equation (2.6.4) where the exponent of gv is either
0 or 1. This is a contradiction of the rational independence of the set Xu. Therefore
hjx ∈ guψ(

⋃
A).

We now write hjx as

hjx =

(
g1
u

∏
i∈I

Cmi
i

)
x = g1

u

∏
i∈I

Cni
i ,

with
x =

∏
i∈I

Cni−mi
i ,

where strictly speaking we are again considering x ∈ 〈Xu〉group. For any k ∈ N, the
exponent of gu in hjx

k is 1 and so by rational independence, if hjx
k /∈ guψ(

⋃
A),

then the exponent of gu will be 0 which is impossible, this implies hjx
k ∈ guψ(

⋃
A),

and
hjx

k = g1
u

∏
i∈I

C
mi+k(ni−mi)
i = g1

u

∏
i∈I

C
δi(k)
i ,

where δi(k) ∈ N ∪ {0}. Again by rational independence we may conclude that
mi + k(ni −mi) > 0, for all k ∈ N. Hence ni −mi > 0, so that x ∈ 〈1, Ci : i ∈ I〉.

(c) hj ∈ gvrpψ (
⋃
Bp) implies hj 〈1, x1, x2, . . . , xn〉 ⊂ gvrpψ (

⋃
Bp) and 〈1, x1, x2,

. . . , xn〉 ⊂ 〈1, Ci : i ∈ I〉.
The proof uses an identical method to that given in part (b).

Consider one of the gap lengths gu ∈ G1
u as fixed. Relabelling the hj if nec-

essary, parts (a), (b) and (c), imply the existence of a subset {h1, h2, . . . , hr} ⊂
{h1, h2, . . . , hm} such that

guψ
(⋃
A
)

=
r⋃
j=1

hj 〈1, x1, x2, . . . , xn〉 , (2.6.8)
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where 〈1, x1, x2, . . . , xn〉 ⊂ 〈1, Ci : i ∈ I〉.
(d) gu 〈1, C1〉 ∪ guC2 〈1, C1, C2, C3〉 ⊂ guψ (

⋃
A) =

⋃r
j=1 hj 〈1, x1, x2, . . . , xn〉.

From the algorithm in part (a) of the proof of Proposition 2.3.4

〈ε, c1, c2〉 ⊂ 〈ε, c1, c2, . . .〉 = A1

c2 〈ε, c1, c2, c3〉 ⊂ c2 〈ε, c1, c2, c3, . . . . . .〉 = Ak, for some k.

The dots . . . in the semigroups here indicate the possible presence of finitely many
other simple cycles in the graph as generators. It follows that

guψ(〈ε, c1, c2〉) ∪ guψ (c2 〈ε, c1, c2, c3〉) ⊂ guψ
(⋃
A
)
.

Now

gu 〈1, C1〉 ∪ guC2 〈1, C1, C2, C3〉 = gu 〈1, C1, C2〉 ∪ guC2 〈1, C1, C2, C3〉
= guψ(〈ε, c1, c2〉) ∪ guψ(c2 〈ε, c1, c2, c3〉)

⊂ guψ
(⋃
A
)

=
r⋃
j=1

hj 〈1, x1, x2, . . . , xn〉 ,

as required.

(e) At least one of the generators of the semigroup 〈1, x1, x2, . . . , xn〉, is of the
form xk = Ct

3, for some xk, 1 6 k 6 n, and some t ∈ N.
From part (d), {guC2C

m
3 : m ∈ N} ⊂

⋃r
j=1 hj 〈1, x1, x2, . . . , xn〉. Considering

M ∈ N as fixed,
guC2C

M
3 = hsx

m1
1 xm2

2 · · ·xmnn , (2.6.9)

for some hs, 1 6 s 6 r, and non-negative integers mk ∈ N ∪ {0}, 1 6 k 6 n. For a
contradiction we now assume that none of the xk, 1 6 k 6 n, is of the form xk =
Ct

3, t ∈ N. From Equations (2.6.5) and (2.6.8), hs ∈ guψ (
⋃
A) ⊂ gu 〈1, Ci : i ∈ I〉.

Rational independence of the set Xu, and the fact that 〈1, x1, x2, . . . , xn〉 ⊂ 〈1, Ci :
i ∈ I〉, then implies that hs = guC

p
3 and xk = C2C

q
3 for some k, 1 6 k 6 n, with

mk = 1 and ml = 0 for all l 6= k, where p, q ∈ N ∪ {0}, with p + q = M . That is
Equation (2.6.9) reduces to

guC2C
M
3 = hsxk.

Since we only have a finite number of generators in the semigroup 〈1, x1, x2, . . . , xn〉
and a finite set of numbers {hj : 1 6 j 6 r}, we can only generate a finite, (at most
r × n), set of distinct numbers of the form gub

2cm, m ∈ N, in the set

r⋃
j=1

hj 〈1, x1, x2, . . . , xn〉 .

Therefore

{guC2C
m
3 : m ∈ N} 6⊂

r⋃
j=1

hj 〈1, x1, x2, . . . , xn〉 ,
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but from part (d)

{guC2C
m
3 : m ∈ N} ⊂

r⋃
j=1

hj 〈1, x1, x2, . . . , xn〉 .

This contradiction means our assumption is false and at least one of the generators
xk, 1 6 k 6 n, must be of the form xk = Ct

3, for some t ∈ N.

(f) guC1 /∈ guψ (
⋃
A) =

⋃r
j=1 hj 〈1, x1, x2, . . . , xn〉.

From the result of part (d), relabelling the xk if necessary, so that x1 = Ct
3,

t ∈ N, Equation (2.6.8) becomes

guψ
(⋃
A
)

=
r⋃
j=1

hj
〈
1, Ct

3, x2, . . . , xn
〉
.

From Equation (2.6.5), ψ(
⋃
A) ⊂ 〈1, Ci : i ∈ I〉, so for each j, 1 6 j 6 r,

hj ∈ guψ(
⋃
A) ⊂ gu 〈1, Ci : i ∈ I〉 ,

and we may write hj as

hj = gu
∏
i∈I

C
mji
i ,

for some mji ∈ N ∪ {0}. Now

hjC
t
3 =

(
gu
∏
i∈I

C
mji
i

)
Ct

3 ∈ guψ(
⋃
A),

with (∏
i∈I

C
mji
i

)
Ct

3 ∈ ψ(
⋃
A).

By assumption the simple cycle c3 only occurs in chains attached to u which are
of length 2 or more and which do not contain the simple cycle c1. From the way
the algorithm works in part (a) of the proof of Proposition 2.3.4, and the rational
independence of the set Xu, it follows that for any y ∈ ψ (

⋃
A) ⊂ 〈1, Ci : i ∈ I〉,

where y contains C3 as a factor, y must also contain as a factor CkC3 where k ∈ I,
k 6= 1. This means we can write

hjC
t
3 =

(
gu
∏
i∈I

C
mji
i

)
Ct

3 = guCkjC
t
3

∏
i∈I

C
nji
i ,

where nji = mji for i 6= kj and nji = mji − 1 > 0 for i = kj, and so, for each j,
1 6 j 6 r,

hj = guCkj
∏
i∈I

C
nji
i ,

for some nji ∈ N ∪ {0} and kj ∈ I, kj 6= 1. Since Ckj 6= C1 for each j, 1 6 j 6 r,
the rational independence of the set Xu now implies that

guC1 /∈
r⋃
j=1

guCkj
∏
i∈I

C
nji
i

〈
1, Ct

3, x2, . . . , xn
〉
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=
r⋃
j=1

hj 〈1, x1, x2, . . . , xn〉

= guψ
(⋃
A
)
.

This is a contradiction of part (d) and therefore Equation (2.6.7) does not hold and
the proof is complete.

1 0 1

e2

0

ca db
gvgu

e3

e4

e1

I vIu

Se4 Se2 Se3Se1

vu

Figure. 2.6.2: The similarity ratio along e4 in Figure 2.4.1 has been changed from re4 = b to
re4 = d.

For the directed graph IFS in Figure 2.4.1, the set Xu = {gu, gv, a, b2, c, b}, and
this is not a rationally independent set, so we cannot apply Theorem 2.6.3 in that
case. In fact Lemma 2.6.1 assumes only that the set {gu, gv, a, b, c} is rationally
independent. This indicates that the assumption that Xu is rationally independent,
is a strong assumption in Theorem 2.6.3. However if we were to change the similarity
ratio along the edge e4 in Figure 2.4.1 from b to d, with re4 = d, as shown in Figure
2.6.2, then the set Xu = {gu, gv, a, bd, c, b}. This is a rationally independent set, if
the set {gu, gv, a, b, c, d} is rationally independent, and so Theorem 2.6.3 yields the
next corollary.

Corollary 2.6.4. For the 2-vertex IFS of Figure 2.6.2, if the set {gu, gv, a, b, c, d}
⊂ R+ is a multiplicatively rationally independent set, then the attractor at the vertex
u, Fu, is not the attractor of any standard (1-vertex) IFS, defined on R, for which
the CSSC holds.

We conclude this section by investigating the connections between the set Xu of
Theorem 2.6.3 and the set X, where X is defined as

X =
{
gw, re : gw ∈ G1

w, w ∈ V, e ∈ E1
}
, (2.6.10)
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E1 being the set of all edges in the graph. This is useful because often X is a much
easier set to deal with than Xu as regards rational independence. First we make
some definitions that will be needed.

Let DT
u be the set consisting of all the simple cycles and all simple paths starting

from the vertex u, in any directed graph IFS,
(
V,E∗, i, t, r, ((R, | |))v∈V , (Se)e∈E1

)
,

satisfying the CSSC. That is, let

DT
u = {ci,p : ci ∈ T, p ∈ D∗uv, v ∈ V, v 6= u} . (2.6.11)

Any such directed graph IFS, has a graph that is strongly connected with at least
two edges leaving each vertex, see Subsection 1.2.8, so if the graph has n vertices the
minimum number of edges in the graph is 2n. This leads to the following definition.
A minimal graph is a directed graph that has n vertices and 2n edges, with exactly
two edges leaving each vertex.

We define a E1-DT
u matrix, Mu as follows. Let s = #E1 and t = #DT

u with
the enumerations E1 = {e1, e2, . . . , es} and DT

u = {d1,d2, . . . ,dt}. The s× t matrix
Mu, which we refer to as the E1-DT

u matrix, has ijth entry

Muij =

{
1 if ei is an edge in dj,

0 if ei is not an edge in dj.
(2.6.12)

(d)(c)

(b)(a)

e2

e3

e4

e1

e1 e1

e1

e2 e2

e2

e3

e3

e3

e4

e4

e4

vu

vu

vu

vu

Figure. 2.6.3: The four minimal graphs for 2-vertex directed graph IFSs.

As an illustration of these definitions we consider those 2-vertex IFSs which have
minimal graphs. There are only four possibilities for the associated graphs and these
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are illustrated in Figure 2.6.3. For graph (a) #DT
u = 4, for graph (b) #DT

u = 4, for
graph (c) #DT

u = 5, and for graph (d) #DT
u = 6.

For graph (a) which is the same graph as our examples in Figures 2.4.1 and 2.6.2,
we can write DT

u = {d1,d2,d3,d4}, where d1 = e1, d2 = e2, d3 = e3 and d4 = e2e4.
The 4× 4 E1-DT

u matrix is then

Mu =


d1 d2 d3 d4

e1 1 0 0 0
e2 0 1 0 1
e3 0 0 1 0
e4 0 0 0 1


We note that this is an invertible matrix.

For graph (b) DT
u = {d1,d2,d3,d4}, where d1 = e1, d2 = e2, d3 = e2e3 and

d4 = e2e4. The 4× 4 E1-DT
u matrix is

Mu =


d1 d2 d3 d4

e1 1 0 0 0
e2 0 1 1 1
e3 0 0 1 0
e4 0 0 0 1


which is also invertible.

For graph (c), DT
u = {d1,d2,d3,d4,d5}, where d1 = e1, d2 = e2, d3 = e3,

d4 = e1e4, and d5 = e2e4. The 4× 5 E1-DT
u matrix is

Mu =


d1 d2 d3 d4 d5

e1 1 0 0 1 0
e2 0 1 0 0 1
e3 0 0 1 0 0
e4 0 0 0 1 1


We note that the matrix is not square and also that we cannot assign similarity ratios
to the graph and also keep the set {rd1 , rd2 , rd3 , rd4 , rd5} rationally independent since

rd4

rd1

=
re1e4
re1

= re4 =
re2e4
re2

=
rd5

rd2

.

For graph (d), DT
u = {d1,d2,d3,d4,d5,d6}, where d1 = e1, d2 = e2, d3 = e1e3,

d4 = e1e4, d5 = e2e3, and d6 = e2e4. The 4× 6 E1-DT
u matrix is

Mu =


d1 d2 d3 d4 d5 d6

e1 1 0 1 1 0 0
e2 0 1 0 0 1 1
e3 0 0 1 0 1 0
e4 0 0 0 1 0 1


For this graph the E1-DT

u matrix is not square and again it is not possible to as-
sign similarity ratios to the four edges of the graph in such a way that the set
{rd1 , rd2 , rd3 , rd4 , rd5 , rd6} is rationally independent. This follows since

rd3

rd1

=
re1e3
re1

= re3 =
re2e3
re2

=
rd5

rd2

.
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We now establish the following lemma. Xu, X, DT
u , and Mu are as defined in

Theorem 2.6.3, Equations (2.6.10), (2.6.11) and (2.6.12) respectively.

Lemma 2.6.5. For any directed graph IFS,
(
V,E∗, i, t, r, ((R, | |))v∈V , (Se)e∈E1

)
,

satisfying the CSSC, with u any vertex in the graph, if the E1-DT
u matrix Mu is

invertible, then

X is rationally independent if and only if Xu is rationally independent.

Proof. The fact that Mu is invertible means #DT
u = #E1 so we can enumerate E1

and DT
u as E1 = {e1, e2, . . . , es} and DT

u = {d1,d2, . . . ,ds}. Also we may enumerate
the set of level-1 gap lengths as

⋃
v∈V G

1
v = {g1, g2, . . . , gr}. Then X and Xu are

given by

X =
{
gi, rej : 1 6 i 6 r, 1 6 j 6 s

}
Xu =

{
gi, rdj : 1 6 i 6 r, 1 6 j 6 s

}
.

Suppose the set X is rationally independent. We aim to show that this implies that
Xu is rationally independent, so with this in mind suppose

r∏
i=1

gαii

s∏
j=1

r
δj
dj

=
r∏
i=1

gαi
′

i

s∏
j=1

r
δj
′

dj
, (2.6.13)

for some αi, αi
′, δj, δi

′ ∈ Z. Now

r∏
i=1

gαii

s∏
j=1

rβjej =
r∏
i=1

gαii

s∏
j=1

r
δj
dj

where the integers βj are given by the matrix equation

α1
...
αr
β1
...
βs


=


Ir 0

0 Mu





α1
...
αr
δ1
...
δs


(2.6.14)

where Ir is the r × r identity matrix, Mu is the s × s matrix defined in Equation
(2.6.12) and 0 indicates that all other entries in this (r + s)× (r + s) matrix are 0.
In the same way

r∏
i=1

gαi
′

i

s∏
j=1

rβj
′

ej
=

r∏
i=1

gαi
′

i

s∏
j=1

r
δj
′

dj

where the integers βj
′ are given by the matrix equation

α1
′

...
αr
′

β1
′

...
βs
′


=


Ir 0

0 Mu





α1
′

...
αr
′

δ1
′

...
δs
′


(2.6.15)
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Equation (2.6.13) implies that

r∏
i=1

gαii

s∏
j=1

rβjej =
r∏
i=1

gαi
′

i

s∏
j=1

rβj
′

ej
,

and the rational independence of the set X now gives αi = αi
′ for 1 6 i 6 r, and

βj = βj
′ for 1 6 j 6 s. By Equations (2.6.14) and (2.6.15) we obtain


Ir 0

0 Mu





α1
...
αr
δ1
...
δs


=


Ir 0

0 Mu





α1
′

...
αr
′

δ1
′

...
δs
′



The invertibility of the matrix Mu ensures the invertibility of the (r + s)× (r + s)
matrix in this equation and so we have shown that αi = αi

′ for 1 6 i 6 r, and
δj = δj

′ for 1 6 j 6 s. This proves that Xu is rationally independent.

The proof of the converse follows the same route but using the inverse of the
(r + s)× (r + s) matrix.

Since X is an easier set to deal with than Xu, this lemma is of practical use
and may be applied on a case by case basis before applying Theorem 2.6.3 to a
particular graph. For example, in graphs (a) and (b) of Figure 2.6.3, adding loops
at the vertices or edges going from vertex v to vertex u will maintain equality in
the equation #DT

u = #E1, with the E1-DT
u matrix remaining invertible. For any

minimal graph with n vertices and 2n edges, with an invertible E1-DT
u matrix, edges

can always be added in this way, maintaining the invertibility of the E1-DT
u matrix.

As minimal graphs with invertible E1-DT
u matrices always exist for any n, this means

that Theorem 2.6.3 can be applied to a large family of directed graph IFSs.

An example is shown in Figure 2.6.4 for n = 4, here the 8 black edges form
a minimal graph and the 8 × 8 E1-DT

u matrix is invertible. The edges that have
then been added are coloured in grey. For the whole graph DT

u = {di : 1 6 i 6 14},
where d1 = e1, d2 = e1e2, d3 = e1e2e3, d4 = e1e2e3e4, d5 = e5, d6 = e6, d7 = e7,
d8 = e8, and adding the edges e9, e10, e11, e12, e13 and e14 has added d9 = e1e2e9,
d10 = e10, d11 = e1e11, d12 = e12, d13 = e2e13 and d14 = e2e3e14 to DT

u , maintaining
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e1

e5 e11
e6

e4

e8

e2 e13
e9

e10

e7
e14

e3

e12

u

Figure. 2.6.4: The added edges shown in grey maintain the invertibility of the E1-DT
u matrix.

the equality #DT
u = #E1. The 14× 14 E1-DT

u matrix for this graph is

Mu =



d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 d11 d12 d13 d14

e1 1 1 1 1 0 0 0 0 1 0 1 0 0 0
e2 0 1 1 1 0 0 0 0 1 0 0 0 1 1
e3 0 0 1 1 0 0 0 0 0 0 0 0 0 1
e4 0 0 0 1 0 0 0 0 0 0 0 0 0 0
e5 0 0 0 0 1 0 0 0 0 0 0 0 0 0
e6 0 0 0 0 0 1 0 0 0 0 0 0 0 0
e7 0 0 0 0 0 0 1 0 0 0 0 0 0 0
e8 0 0 0 0 0 0 0 1 0 0 0 0 0 0
e9 0 0 0 0 0 0 0 0 1 0 0 0 0 0
e10 0 0 0 0 0 0 0 0 0 1 0 0 0 0
e11 0 0 0 0 0 0 0 0 0 0 1 0 0 0
e12 0 0 0 0 0 0 0 0 0 0 0 1 0 0
e13 0 0 0 0 0 0 0 0 0 0 0 0 1 0
e14 0 0 0 0 0 0 0 0 0 0 0 0 0 1


which is clearly still invertible after the addition of the six edges. We point out here
that adding an edge which is directed from the vertex u to one of the other three
vertices will increase the number of elements in DT

u by more than one, resulting in
#DT

u > #E1.
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As we have seen Lemma 2.6.5 ensures that Theorem 2.6.3 applies to a large family
of directed graph IFSs, and the simple examples considered above suggest that it
may well be possible to prove the following three statements for any directed graph
IFS

(
V,E∗, i, t, r, ((R, | |))v∈V , (Se)e∈E1

)
, satisfying the CSSC, with u any vertex in

the graph.

(1) #DT
u > #E1.

(2) If #DT
u = #E1 then the E1-DT

u matrix is invertible.

(3) If #DT
u > #E1 then the set

{
rdi : di ∈ DT

u

}
cannot be made rationally

independent.

If we restrict the directed graphs to be only those which contain a minimal graph
as a subgraph, that is the family of graphs where each graph can be built up by
adding edges to a minimal graph, then statement (1) can be proved. The proof uses
induction on the number of vertices in the graph. We leave it as an area of possible
future investigation as to whether proofs of, or counter-examples to, statements (1),
(2) or (3) can be found.

2.7 Conclusion

We have shown in Proposition 2.3.4, that the gap lengths in any attractor of a system
satisfying the CSSC, can always be represented as a finite union of cosets of a finite
number of finitely generated semigroups with identity. What is more, the proof is
constructive, providing a method of explicitly calculating these cosets of semigroups,
as expressed in Equation (2.3.7). We then showed in Lemma 2.6.1, Section 2.6, that
the particular 2-vertex directed-graph IFS, of Section 2.4, produces an attractor Fu
that cannot be the attractor of any standard (1-vertex) IFS satisfying the CSSC.
The same result was obtained for a large family of directed graph IFSs in Theorem
2.6.3 and Lemma 2.6.5.

We conclude that we can give an affirmative answer to our question of Section
2.1 at least for the restricted class of directed graph IFSs we have considered in this
chapter.
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Exact Hausdorff measure

3.1 Introduction

In Theorems 3.5.8 and 3.5.9, we prove that our 2-vertex IFS examples of Chapter
2, illustrated there in Figures 2.4.1 and 2.6.2 and reproduced in this chapter in
Figures 3.5.3 and 3.5.2, produce attractors that cannot be the attractors of 1-vertex
IFSs, overlapping or otherwise. We do this by considering the attractor, Fu, at the
vertex u of one of our 2-vertex systems, then using arguments based on those given
by Feng and Wang [FW09] we show that if Hs(Fu) = |Iu|s then any 1-vertex IFS
which has Fu as its attractor must also satisfy the CSSC, but this is impossible as
we proved in Chapter 2. In Theorem 3.4.7 we give sufficient conditions to ensure
that Hs(Fu) = |Iu|s and so we extend the class of attractors for which the exact
Hausdorff measure is known. In fact Theorem 3.4.7 is of interest in its own right
because it provides sufficient conditions for the calculation of the exact Hausdorff
measure of both of the attractors of a class of 2-vertex IFSs defined on R. This adds
to the work of Ayer and Strichartz [AS99] and Marion [Mar86]. The class of sets
for which the exact Hausdorff measure is known is surprisingly small, see [ZF04]
for a survey of recent results and open problems in this area. Another consequence
of Hs(Fu) = |Iu|s is given in Theorem 3.5.2, where we show that any similarity
S : Fu → Fu, with contracting similarity ratio rS, 0 < rS < 1, must have a similarity
ratio equivalent to the similarity ratio along a cycle in the graph, that is we prove
that rS = re for some cycle e ∈ E∗uu.

The next two sections lead up to a proof of Corollary 3.3.4 which gives a density
result that we prove for general systems defined on Rn, for which the OSC holds.
We then return to our 2-vertex examples defined on R, in Sections 3.4 and 3.5.

3.2 Restricted normalised Hausdorff measures are self-similar

For now consider a system,
(
V,E∗, i, t, r, p, ((Rn, | |))v∈V , (Se)e∈E1

)
, which satisfies

the OSC, so the conclusions of Theorem 1.3.7 all hold for the list of attractors
(Fu)u∈V . That is, there is a unique non-negative number s such that ρ (A(s)) = 1,
and for each u ∈ V , s = dimH Fu = dimB Fu, with 0 < Hs (Fu) < +∞. As described
in Subsection 1.2.9 we take h to be the positive eigenvector, which is unique up to a

80
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scaling factor, such that A(s)h = h. We remind the reader that if m = #V and the
set of vertices is ordered as V = (v1, v2, . . . , vm) then we use the notation (hv)v∈V to
represent the ordered m-tuple (hv1 , hv2 , . . . , hvm), so the positive column eigenvector
h can be written as

h = (hv)
T
v∈V = (hv1 , hv2 , . . . , hvm)T ,

with hv > 0 for all v ∈ V . In the same way (Hs(Fv))
T
v∈V represents a column vector

in Lemma 3.2.2(a) that follows.
Exactly as was done in the proof of part (b) of Theorem 1.3.7, we define a

probability function p : E∗ → (0, 1), for each path e ∈ E∗, as

pe = h−1
i(e)r

s
eht(e). (3.2.1)

Since ∑
e∈E1

u

pe =
∑
e∈E1

u

h−1
u rseht(e) = h−1

u (A(s)h)u = h−1
u hu = 1,

at each vertex u ∈ V , it is clear that pe = h−1
i(e)r

s
eht(e) defines a valid probability

function for the graph, as described in Subsection 1.2.8.
By Theorem 1.3.8 there exists a unique list of self-similar Borel probability mea-

sures, (µu)u∈V , with supp(µu) = Fu, for each u ∈ V . For future reference, we now
state the invariance equations satisfied by (Fu)u∈V , and (µu)u∈V , as

(Fu)u∈V =

( ⋃
e∈E1

u

Se(Ft(e))

)
u∈V

, (3.2.2)

(µu(Au))u∈V =

( ∑
e∈E1

u

h−1
u rseht(e)µt(e)(S

−1
e (Au))

)
u∈V

, (3.2.3)

for all Borel sets (Au)u∈V ⊂ (Rn)#V , (see Theorem 1.3.4, Equation (1.3.2), and
Theorem 1.3.8, Equation (1.3.13)).

In Lemma 3.2.3 we show that the self-similar measures in Equation (3.2.3) are
in fact restricted normalised Hausdorff measures, but first we prove in Lemma 3.2.2
that (Hs(Fv))

T
v∈V is the unique, (up to scaling), positive eigenvector of the matrix

A(s).

Lemma 3.2.1. Let M be a non-negative irreducible n × n matrix with ρ(M) = 1.
Suppose v = (v1, v2, . . . , vn)T is a positive vector such that

0 < v 6 Mv,

then
v = Mv.

Proof. The transpose of M will also be a non-negative irreducible matrix and will
also have ρ(MT ) = 1, (see [Sen73]). Let e be the unique (up to scaling) positive
eigenvector of MT , with ei > 0 for 1 6 i 6 n. Taking the scalar product

v · e 6 (Mv) · e = v · (MTe) = v · e,

so v · e = (Mv) · e, that is
∑n

i=1 viei =
∑n

i=1(Mv)iei, and since vi 6 (Mv)i, and
ei > 0 it follows that vi = (Mv)i for all i, 1 6 i 6 n, which implies v = Mv.
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Lemma 3.2.2. (a) (Hs(Fv))
T
v∈V is the unique (up to scaling) positive eigenvector of

the matrix A(s), that is

A(s)(Hs(Fv))
T
v∈V = (Hs(Fv))

T
v∈V .

(b) For e, f ∈ E1
u with e 6= f ,

Hs(Se(Ft(e)) ∩ Sf (Ft(f))) = 0.

Proof. (a)

Hs(Fu) = Hs
( ⋃
e∈E1

u

Se(Ft(e))
)

(by (3.2.2))

6
∑
e∈E1

u

Hs(Se(Ft(e)))

=
∑
e∈E1

u

rseHs(Ft(e)) (by the scaling property)

=
(
A(s)(Hs(Fv))

T
v∈V

)
u
,

so (Hs(Fv))
T
v∈V is a positive vector for which

0 < (Hs(Fv))
T
v∈V 6 A(s)(Hs(Fv))

T
v∈V .

The matrix A(s) is non-negative from its definition, it is also irreducible because
the graph is strongly connected, and ρ(A(s)) = 1. Applying Lemma 3.2.1 proves
part (a).

(b) For a finite measure λ, if Ai, i ∈ N, are λ-measurable sets, then λ(
⋃∞
i=1Ai) =∑∞

i=1 λ(Ai) if and only if λ(Ai ∩ Aj) = 0, for all i, j ∈ N, with i 6= j. Part (b)
follows immediately using this property of the measure Hs on the Hs-measurable
sets Se(Ft(e)), e ∈ E1

u, as

Hs(Fu) = Hs
( ⋃
e∈E1

u

Se(Ft(e))
)

=
∑
e∈E1

u

Hs(Se(Ft(e))),

from part (a).

Given the result of Lemma 3.2.2(a) we put h = (hv)
T
v∈V = (Hs(Fv))

T
v∈V to denote

the eigenvector of A(s), using any of these notations for convenience from now on.

Lemma 3.2.3. For each u ∈ V ,

µu(A) =
Hs(Fu ∩ A)

Hs(Fu)
= h−1

u Hs(Fu ∩ A),

for all Borel sets A ⊂ Rn.
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F t e
Se
−1A

A

Se
−1

Se F te∩A Se
−1SeF te∩A

SeF te

Figure. 3.2.1: An illustration of the map S−1
e .

Proof. First we note that

Hs(Ft(e) ∩ S−1
e (A)) = Hs(S−1

e (Se(Ft(e)) ∩ A)) = (rse)
−1Hs(Se(Ft(e)) ∩ A). (3.2.4)

This is clear from the scaling property of the measure and is illustrated in Figure
3.2.1 in R2. Also as Se(Ft(e))∩A ⊂ Se(Ft(e)), for all Borel sets A ⊂ Rn, using Lemma
3.2.2 (b) we obtain,

Hs((Se(Ft(e)) ∩ A) ∩ (Sf (Ft(f)) ∩ A)) 6 Hs(Se(Ft(e)) ∩ Sf (Ft(f))) = 0,

for e, f ∈ E1
u with e 6= f , so that∑

e∈E1
u

Hs(Se(Ft(e)) ∩ A) = Hs
( ( ⋃

e∈E1
u

Se(Ft(e))
)
∩ A

)
. (3.2.5)

Substituting the normalised restricted measures (h−1
v Hs(Fv ∩ A))v∈V into the right

hand side of Equation (3.2.3) gives∑
e∈E1

u

h−1
u rseht(e)

(
h−1
t(e)H

s(Ft(e) ∩ S−1
e (A))

)
=
∑
e∈E1

u

h−1
u rseht(e)

(
h−1
t(e)(r

s
e)
−1Hs(Se(Ft(e)) ∩ A)

)
(by (3.2.4))

= h−1
u

∑
e∈E1

u

Hs
(
Se(Ft(e)) ∩ A

)
= h−1

u Hs
( ( ⋃

e∈E1
u

Se(Ft(e))
)
∩ A

)
(by (3.2.5))

= h−1
u Hs(Fu ∩ A) (by (3.2.2)).

Therefore Equation (3.2.3) holds for the list of measures (h−1
u Hs(Fu∩Au))u∈V , where

(Au)u∈V ⊂ (Rn)#V are any Borel sets, and so

(µu(Au))u∈V = (h−1
u Hs(Fu ∩ Au))u∈V .
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3.3 A density result

Our aim in this section is to prove Corollary 3.3.4. The definition of an s-straight
set is introduced as it provides a useful intermediate step in the argument.

As defined in [Del02], a set B ⊂ Rn is s-straight, if

Hs
∞(B) = Hs(B) < +∞.

We point out that it is always the case that Hs
∞(B) 6 Hs(B), so if Hs(B) = 0 then

B is s-straight.

Lemma 3.3.1. If B ⊂ Rn is s-straight then Hs(A) 6 |A|s, for all Hs-measurable
subsets A ⊂ B.

Proof. For a contradiction we assume there is a Hs-measurable subset A ⊂ B such
that

0 < |A|s < Hs(A)− ε, (3.3.1)

for some ε > 0. Now
Hs(B \ A) = Hs(B)−Hs(A), (3.3.2)

and we may find a cover {Ui} of B \ A with

∞∑
i=1

|Ui|s 6 Hs(B \ A) +
ε

2
. (3.3.3)

It follows that B ⊂ A
⋃

(
⋃∞
i=1 Ui), so

Hs
∞(B) 6 |A|s +

∞∑
i=1

|Ui|s (from the definition of Hs
∞)

6 |A|s +Hs(B \ A) +
ε

2
(by (3.3.3))

< Hs(A)− ε+Hs(B \ A) +
ε

2
(by assumption (3.3.1))

= Hs(B)− ε

2
(by (3.3.2)),

which means Hs
∞(B) 6= Hs(B) which is a contradiction as B is s-straight.

Lemma 3.3.2. Let A ⊂ Rn and let S : Rn → Rn be a similarity with similarity
ratio λ > 0, then

Hs
∞(S(A)) = λsHs

∞(A).

Proof. (See [Fal03]). Let {Ui} be any cover of A, then {S(Ui)} is a cover of S(A)
and

∞∑
i=1

|S(Ui)|s = λs
∞∑
i=1

|Ui|s ,

so Hs
∞(S(A)) 6 λsHs

∞(A). Now S−1 is a similarity with ratio 1
λ

so the same ar-
gument applies to give Hs

∞(S−1(S(A))) 6 1
λs
Hs
∞(S(A)), which means Hs

∞(S(A)) >
λsHs

∞(A), which proves the result.
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Lemma 3.3.3. Fu is s-straight, for all u ∈ V .

Proof. We aim to prove Hs
∞(Fu) = Hs(Fu). This is enough to show Fu is s-straight

since 0 < Hs(Fu) <∞. For a contradiction suppose for some u ∈ V ,

0 6 Hs
∞(Fu) < Hs(Fu). (3.3.4)

Now consider a vertex v ∈ V , v 6= u. As the graph is strongly connected we can
always find a path e from the vertex v to u, and suppose such a path has length m.
That is |e| = m, i(e) = v, and t(e) = u. By iterating Equation (3.2.2) above, we
may write

Fv =
⋃
e∈E1

v

Se(Ft(e)) =
⋃

e∈Emv

Se(Ft(e)),

where Em
v is the set of paths of length m which have initial vertex v. It follows that

Hs
∞(Fv) 6

∑
e∈Emv

Hs
∞(Se(Ft(e))) (Hs

∞ is an outer measure)

=
∑

e∈Emv

rseHs
∞(Ft(e)) (by Lemma 3.3.2)

<
∑

e∈Emv

rseHs(Ft(e)) (by (3.3.4)).

By Lemma 3.2.2(a) we obtain

Hs
∞(Fv) <

∑
e∈Emv

rseHs(Ft(e)) =
(
A(s)m(Hs(Fw))Tw∈V

)
v

= Hs(Fv).

This argument may be repeated for any vertex, so our assumption in Equation
(3.3.4) implies

0 6 Hs
∞(Fv) < Hs(Fv), (3.3.5)

for all v ∈ V .
For reasons that will become apparent shortly, let ε > 0 be given by,

ε = min

{
hmax

2
, min

{
Hs(Fv)−Hs

∞(Fv)

2
: v ∈ V

} }
, (3.3.6)

where hmax > 0 is defined as hmax = max {hv : v ∈ V }. Using (3.3.6), for each v ∈ V ,
we may choose some cover {Uv,i} of Fv, with no diameter restriction, such that

∞∑
i=1

|Uv,i|s < Hs
∞(Fv) + ε 6 Hs(Fv)− ε.

That is, for each v ∈ V , Fv ⊂
⋃∞
i=1 Uv,i, with

∞∑
i=1

|Uv,i|s < Hs(Fv)− ε. (3.3.7)
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Let α = sup {|Uv,i| : v ∈ V, i ∈ N}, then α is finite by (3.3.7). Let rmax = max{re :
e ∈ E1}. For a given δ > 0, we may choose k ∈ N such that∣∣Se(Ut(e),i)

∣∣ = re
∣∣Ut(e),i

∣∣ 6 rkmaxα < δ,

for all paths e ∈ Ek
u, and all u ∈ V . For such k,

Fu =
⋃

e∈Eku

Se(Ft(e)) ⊂
⋃

e∈Eku

Se

( ∞⋃
i=1

Ut(e),i

)
=
⋃

e∈Eku

∞⋃
i=1

Se(Ut(e),i)

where the right hand side here is a δ-cover of Fu, and

∑
e∈Eku

∞∑
i=1

∣∣Se(Ut(e),i)
∣∣s =

∑
e∈Eku

∞∑
i=1

rse
∣∣Ut(e),i

∣∣s
<
∑
e∈Eku

rse
(
Hs(Ft(e))− ε

)
by (3.3.7).

By Lemma 3.2.2 (a),
∑

e∈Eku
h−1
u rseht(e) = h−1

u

(
A(s)kh

)
u

= 1, so∑
e∈Eku

rseHs(Ft(e)) =
∑
e∈Eku

rseht(e) = hu,

and ∑
e∈Eku

rse >
hu
hmax

,

which implies

Hs
δ(Fu) 6

∑
e∈Eku

∞∑
i=1

∣∣Se(Ut(e),i)
∣∣s < ∑

e∈Eku

rse
(
Hs(Ft(e))− ε

)
6 hu

(
1− ε

hmax

)
.

From the choice of ε in (3.3.6), 0 < ε 6 hmax

2
, which ensures 1

2
6
(

1− ε
hmax

)
< 1 and

as this argument holds for any δ we may conclude that

Hs(Fu) 6 hu

(
1− ε

hmax

)
< hu = Hs(Fu),

which is the required contradiction.

Corollary 3.3.4.

(a) Hs(A) 6 |A|s for all Hs-measurable subsets A ⊂ Fu,

(b) sup

{
Hs(A)

|A|s
: A is Hs-measurable, A ⊂ Fu, |A| > 0

}
= 1.
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Proof. (a) is an immediate consequence of Lemma 3.3.1 and Lemma 3.3.3. It also
holds for A = ∅ as 0 = Hs(∅) 6 |∅|s = 0, see Subsection 1.2.3.

(b) Let

α = sup

{
Hs(A)

|A|s
: A is Hs-measurable, A ⊂ Fu, |A| > 0

}
,

then from part (a), α 6 1. It remains to show that α > 1.
Given ε > 0 we can find a cover {Ui} of Fu, such that

∞∑
i=1

|Ui|s < Hs
∞(Fu) + ε = Hs(Fu) + ε,

by Lemma 3.3.3. Each set Ui is contained in a closed set of the same diameter, so
we may consider the cover to consist of closed sets which are Hs-measurable. Also
Fu ∩Ui is a Borel set and so is Hs-measurable, for each i ∈ N. As Fu ⊂

⋃∞
i=1 Ui, we

obtain,

Hs(Fu) = Hs
(
Fu ∩

∞⋃
i=1

Ui

)
= Hs

( ∞⋃
i=1

(Fu ∩ Ui)
)

6
∞∑
i=1

Hs
(
Fu ∩ Ui

)
6

∞∑
i=1

α |Fu ∩ Ui|s

6 α
∞∑
i=1

|Ui|s < α
(
Hs(Fu) + ε

)
.

This argument holds for any ε > 0, so we conclude that Hs(Fu) 6 αHs(Fu), and
this, as 0 < Hs(Fu) < +∞, implies that α > 1.

3.4 The calculation of exact Hausdorff measure

We now return to our familiar example of a 2-vertex directed graph IFS in (R, | |),
illustrated in Figure 3.4.1. We recall that Iu, Iv, are the smallest closed intervals
containing the attractors Fu, Fv, so {au, bu} ⊂ Fu ⊂ Iu = [au, bu], with |Fu| = |Iu| =
bu − au, and similarly at the vertex v. We remind the reader that we are assuming
that all similarities represented in diagrams, like the similarities Se1 , Se2 , Se3 and Se4
of Figure 3.4.1, do not reflect and so reflections are not considered in what follows.
We consider the gap lengths gu, gv, to be strictly positive, which means the CSSC
is satisfied, so all the results of the preceding sections apply. This time we do not
assume Iu = Iv = [0, 1]. For the rest of this section a, gu, b, c, gv, d, |Iu| = a+gu+b,
|Iv| = c + gv + d, are as illustrated in Figure 3.4.1, and s = dimH Fu = dimH Fv,
denotes the Hausdorff dimension of the attractors of the system. The contracting
similarity ratios of the similarities are given by

re1 =
|Se1(Iu)|
|Iu|

=
a

|Iu|
, re2 =

|Se2(Iv)|
|Iv|

=
b

|Iv|
,

re3 =
|Se3(Iv)|
|Iv|

=
c

|Iv|
, re4 =

|Se4(Iu)|
|Iu|

=
d

|Iu|
.

(3.4.1)
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bvau bu av

e2 e3

e4

e1

vu

ca db
gvgu

I vIu

Se4 Se2 Se3Se1

Figure. 3.4.1: A 2-vertex directed graph IFS in R, the similarities Se1 , Se2 , Se3 and Se4 do not
reflect.

We reserve the letter J to denote a closed interval in all that follows and we also
assume that |J | > 0. The density of an interval J ⊂ Iu is defined as

du(J) =
µu(J)

|J |s
=
Hs(Fu ∩ J)

Hs(Fu) |J |s
,

and for J ⊂ Iv, as

dv(J) =
µv(J)

|J |s
=
Hs(Fv ∩ J)

Hs(Fv) |J |s
.

The maximum density for the intervals of Fu is the constant

sup
{
du(J) : J ⊂ Iu

}
,

and for the intervals of Fv is

sup
{
dv(J) : J ⊂ Iv

}
.

We now produce a series of technical lemmas which lead up to Theorem 3.4.7, this
is an important theorem which gives sufficient conditions for the Hausdorff measure
to be calculated. Our next lemma is an immediate consequence of Corollary 3.3.4
of the preceding section.

Lemma 3.4.1. For the 2-vertex directed graph IFS of Figure 3.4.1,

sup
{
du(J) : J ⊂ Iu

}
=

1

Hs(Fu)
>

1

|Iu|s
, sup

{
dv(J) : J ⊂ Iv

}
=

1

Hs(Fv)
>

1

|Iv|s
.
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Proof. It is clear that

sup

{
Hs(Fu ∩ J)

|J |s
: J ⊂ Iu

}
6 sup

{
Hs(A)

|A|s
: A is Hs-measurable, A ⊂ Fu

}
,

and given any Hs-measurable subset A ⊂ Fu, we may find a closed interval J ⊂ Iu
such that A ⊂ Fu∩J , with |A| = |J |, so the opposite inequality also holds. Corollary
3.3.4(b) now implies

sup

{
Hs(Fu ∩ J)

|J |s
: J ⊂ Iu

}
= 1,

and so

sup
{
du(J) : J ⊂ Iu

}
=

1

Hs(Fu)
>

1

|Iu|s
,

by Corollary 3.3.4(a).

In the next lemma we collect together some useful densities for future reference
and it is convenient to use the eigenvector notation h = (hv)

T
v∈V = (Hs(Fv))

T
v∈V ,

with hu = Hs(Fu) and hv = Hs(Fv).

Lemma 3.4.2. For the 2-vertex directed graph IFS of Figure 3.4.1,

(a) du(Iu) = du(Se1(Iu)) =
1

|Iu|s
, (b) du(Se2(Iv)) =

hv
hu

1

|Iv|s
,

(c) dv(Iv) = dv(Se3(Iv)) =
1

|Iv|s
, (d) dv(Se4(Iu)) =

hu
hv

1

|Iu|s
,

(e) J ⊂ Se1(Iu), du(S
−1
e1

(J)) = du(J), (f) J ⊂ Se2(Iv),
hv
hu
dv(S

−1
e2

(J)) = du(J),

(g) J ⊂ Se3(Iv), dv(S
−1
e3

(J)) = dv(J), (h) J ⊂ Se4(Iu),
hu
hv
du(S

−1
e4

(J)) = dv(J).

Proof. We prove (h), the others can be proved in much the same way.

hu
hv
du(S

−1
e4

(J)) =
Hs(Fu)

Hs(Fv)

Hs
(
Fu ∩ S−1

e4
(J)
)

Hs(Fu)
∣∣S−1

e4
(J)
∣∣s =

Hs
(
S−1
e4

(Se4(Fu) ∩ J)
)

Hs(Fv)
∣∣S−1

e4
(J)
∣∣s

=
r−se4 H

s
(
Se4(Fu) ∩ J)

)
Hs(Fv)r−se4 |J |

s =
Hs(Fv ∩ J))

Hs(Fv) |J |s
= dv(J).

The arguments that follow are based on those given by Ayer and Strichartz in
[AS99], particularly Lemmas 2.1, 3.1, 4.1 and Theorem 4.2 of that paper. See also
[Mar86], Theorem 7.1. Our next lemma is Lemma 3.1 of [AS99].

Lemma 3.4.3. For constants α, β, γ, δ > 0, 0 < s < 1, and the variable x > 0, let
f be the function

f(x) =
α + βxs

(γ + δx)s
,

then f attains its maximum value of((
α

γs

) 1
1−s

+

(
β

δs

) 1
1−s
)1−s
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at

xmax =

(
γβ

δα

) 1
1−s

.

The function f is strictly increasing on 0 6 x < xmax, and strictly decreasing on
x > xmax.

Proof.

f ′(x) = s

(
γβ
x1−s − δα

)
(γ + δx)1+s

,

so f ′(x) = 0 at x = xmax. For x < xmax, f ′(x) > 0 and for x > xmax, f ′(x) < 0.
The maximum value is given by

f(xmax) =
α + β

(
γβ
δα

) s
1−s

(
γ + δ

(
γβ
δα

) 1
1−s
)s

=
α(δα)

s
1−s + β(γβ)

s
1−s(

γ(δα)
1

1−s + δ(γβ)
1

1−s

)s
=

α
1

1−s δ
s

1−s + β
1

1−sγ
s

1−s

γ
s

1−s δ
s

1−s

((
α
γs

) 1
1−s

+
(
β
δs

) 1
1−s
)s

=

(
α
γs

) 1
1−s

+
(
β
δs

) 1
1−s

((
α
γs

) 1
1−s

+
(
β
δs

) 1
1−s
)s .

The value of hv
hu

can be calculated using Lemma 3.2.2(a), which states that

A(s)(Hs(Fv))
T
v∈V = (Hs(Fv))

T
v∈V ,

so (
rse1 rse2
rse4 rse3

)(
hu
hv

)
=

(
hu
hv

)
(3.4.2)

and this implies

hv
hu

=
1− rse1
rse2

=
1− as

|Iu|s

bs

|Iv |s
=
|Iv|s − |Iv |

s

|Iu|sa
s

bs
, (3.4.3)

using the equations of (3.4.1).
In the next lemma there is a good reason for the choice of functions fu and fv.

If we were instead to use

lu(x, y) =
xs + ys

(x+ gu + y)s
,

and

lv(x, y) =
xs + ys

(x+ gv + y)s
,
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then, in order to obtain lu(a, b), lv(c, d) 6 1, we would require hu|Iv |s
hv |Iu|s = 1 and this is

a much more restrictive condition than (1). Also it is not obvious how this condition
could be checked.

Lemma 3.4.4. For the 2-vertex directed graph IFS of Figure 3.4.1, let

P =
{

(x, y) : 0 6 x 6 a, 0 6 y 6 b
}
\
{

(a, b)
}
,

Q =
{

(x, y) : 0 6 x 6 c, 0 6 y 6 d
}
\
{

(c, d)
}
,

fu(x, y) =
xs + hv

hu
ys

(x+ gu + y)s
,

and

fv(x, y) =
xs + hu

hv
ys

(x+ gv + y)s
.

Suppose the following three conditions hold,

(1) |Iu| = |Iv| ,

(2)
hv
hu

6 1,

(3)
(a+ gu)(|Iu|s − as)

bas
> 1,

then

(a) fu(a, b) = fv(c, d) = 1,

(b) fu(x, y) < 1, for all (x, y) ∈ P,
(c) fv(x, y) < 1, for all (x, y) ∈ Q.

Proof.

(a) fu(a, b) =
as + hv

hu
bs

(a+ gu + b)s

=
|Iu|s rse1 + hv

hu
|Iv|s rse2

|Iu|s
(by (3.4.1))

=
1

hu

(
rse1hu +

|Iv|s

|Iu|s
rse2hv

)
=

1

hu

(
rse1hu + rse2hv

)
(by (1))

= 1 (by (3.4.2)).

fv(c, d) =
cs + hu

hv
ds

(c+ gv + d)s

=
|Iv|s rse3 + hu

hv
|Iu|s rse4

|Iv|s
(by (3.4.1))
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=
1

hv

(
|Iu|s

|Iv|s
rse4hu + rse3hv

)
=

1

hv

(
rse4hu + rse3hv

)
(by (1))

= 1 (by (3.4.2)).

In parts (b) and (c), as fu(0, 0) = fv(0, 0) = 0 < 1, this point is not considered.

(b) Consider

fu(a, y) =
as + hv

hu
ys

(a+ gu + y)s
.

Putting α = as, β = hv
hu

= |Iu|s−as
bs

, by Equation (3.4.3) and (1), γ = a + gu and
δ = 1, then Lemma 3.4.3 shows that the maximum value of fu(a, y) occurs at the
point

ymax =

(
γβ

δα

) 1
1−s

=

(
(a+ gu)(|Iu|s − as)

bsas

) 1
1−s

,

and so
ymax

b
=

(
(a+ gu)(|Iu|s − as)

bas

) 1
1−s

> 1,

by (3). It follows that fu(a, y) < 1 for (a, y) ∈ P , since fu(a, b) = 1 and fu(a, y)
strictly increases up to y = ymax > b, by Lemma 3.4.3.

Let y, 0 < y 6 b, be fixed. Consider

fu(x, y) =
xs + hv

hu
ys

(x+ gu + y)s
,

which is now just a function of x. Putting α = hv
hu
ys, β = 1, γ = gu + y and δ = 1,

Lemma 3.4.3 gives the maximum value of fu(x, y) to be(( hv
hu
ys

(gu + y)s

) 1
1−s

+ 1

)1−s

> 1,

since hv
hu
ys > 0, and gu + y > 0. Further since limx→∞ fu(x, y) = 1, and as fu(x, y)

is strictly decreasing for x > xmax, it follows, since fu(a, y) 6 1, that a < xmax.
Hence fu(x, y) will be strictly increasing for 0 6 x 6 a, and so fu(x, y) < 1 for all
(x, y) ∈ P .

(c) Consider

fv(c, y) =
cs + hu

hv
ys

(c+ gv + y)s
.

Putting α = cs, β = hu
hv

> 1 by (2), γ = c + gv and δ = 1 in Lemma 3.4.3, the
maximum value of fv(c, y) will be strictly greater than 1, since β > 1, δ = 1 and
α, γ > 0. Also limy→∞ fv(c, y) = hu

hv
> 1, by (2) and as fv(c, y) is strictly decreasing

for y > ymax this implies that d < ymax since fv(c, d) = 1. So fv(c, y) will be strictly
increasing for 0 6 y 6 d, hence fv(c, y) < 1 for all (c, y) ∈ Q.
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Let y, 0 < y 6 d, be fixed. Consider

fv(x, y) =
xs + hu

hv
ys

(x+ gv + y)s
,

which is now just a function of x. Putting α = hu
hv
ys, β = 1, γ = gv + y and δ = 1,

Lemma 3.4.3 gives the maximum value of fv(x, y) to be strictly greater than 1, since
β = δ = 1 and α, γ > 0. Further since limx→∞ fv(x, y) = 1, and as fv(x, y) is strictly
decreasing for x > xmax, it follows since fv(c, y) 6 1, that c < xmax. Hence fv(x, y)
will be strictly increasing for 0 6 x 6 c, and so fv(x, y) < 1 for all (x, y) ∈ Q.

Se2I v
gv

Se3I v Se4IuSe1Iu
gu

yu xvxu

Ju

yv

J v

I vIu

Figure. 3.4.2: The intervals Ju and Jv.

The next two lemmas give important results which we will apply in the proof of
Theorem 3.4.7 which follows immediately after.

Lemma 3.4.5. For the 2-vertex directed graph IFS of Figure 3.4.1, let Ju = [ul, ur]
⊂ Iu be an interval where ul ∈ Se1(Iu) and ur ∈ Se2(Iv), with du(Ju) > 0. Let
Jv = [vl, vr] ⊂ Iv where vl ∈ Se3(Iv) and vr ∈ Se4(Iu), with dv(Jv) > 0. Suppose also
that the conditions of Lemma 3.4.4 hold.

(a) If Ju 6= Iu, then

du(Ju) < max
{
du(Iu ∩ S−1

e1
(Ju)), dv(Iv ∩ S−1

e2
(Ju))

}
.

(b) If Jv 6= Iv, then

dv(Jv) < max
{
dv(Iv ∩ S−1

e3
(Jv)), du(Iu ∩ S−1

e4
(Jv))

}
.

Proof. Typical examples of the intervals Ju and Jv are illustrated in Figure 3.4.2
where they span the gaps between level-1 intervals. The lengths xu, yu, xv, yv, also
shown in Figure 3.4.2, are defined as

xu = |Se1(Iu) ∩ Ju| , yu = |Se2(Iv) ∩ Ju| , xv = |Se3(Iv) ∩ Jv| , yv = |Se4(Iu) ∩ Jv| .

As we are assuming du(Ju) > 0, at least one of xu or yu, or both, will be strictly
positive, and similarly for xv and yv.

(a) du(Ju) =
Hs(Fu ∩ Ju)
Hs(Fu) |Ju|s
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=
Hs(Fu ∩ (Se1(Iu) ∩ Ju)) +Hs(Fu ∩ (Se2(Iv) ∩ Ju))

Hs(Fu) |Ju|s

=
|Se1(Iu) ∩ Ju|s du(Se1(Iu) ∩ Ju) + |Se2(Iv) ∩ Ju|s du(Se2(Iv) ∩ Ju)

|Ju|s

=
xsudu(Se1(Iu) ∩ Ju) + ysudu(Se2(Iv) ∩ Ju)

(xu + gu + yu)s
.

Applying Lemma 3.4.2(e), (f), and Lemma 3.4.4(b), we obtain,

du(Ju) =
xsudu(Iu ∩ S−1

e1
(Ju)) + hv

hu
ysudv(Iv ∩ S−1

e2
(Ju))

(xu + gu + yu)s

=
xsudu(Iu ∩ S−1

e1
(Ju)) + hv

hu
ysudv(Iv ∩ S−1

e2
(Ju))

(xu + gu + yu)s

6

(
xsu + hv

hu
ysu

(xu + gu + yu)s

)
max

{
du(Iu ∩ S−1

e1
(Ju)), dv(Iv ∩ S−1

e2
(Ju))

}
= fu(xu, yu) max

{
du(Iu ∩ S−1

e1
(Ju)), dv(Iv ∩ S−1

e2
(Ju))

}
< max

{
du(Iu ∩ S−1

e1
(Ju)), dv(Iv ∩ S−1

e2
(Ju))

}
.

(b) dv(Jv) =
Hs(Fv ∩ Jv)
Hs(Fv) |Jv|s

=
Hs(Fv ∩ (Se3(Iv) ∩ Jv)) +Hs(Fu ∩ (Se4(Iu) ∩ Jv))

Hs(Fv) |Jv|s

=
|Se3(Iv) ∩ Jv|s dv(Se3(Iv) ∩ Jv) + |Se4(Iu) ∩ Jv|s dv(Se4(Iu) ∩ Jv)

|Jv|s

=
xsvdv(Se3(Iv) ∩ Jv) + ysvdv(Se4(Iu) ∩ Jv)

(xv + gv + yv)s
.

Applying Lemma 3.4.2(g), (h), and Lemma 3.4.4(c), we obtain,

dv(Jv) =
xsvdv(Iv ∩ S−1

e3
(Jv)) + hu

hv
ysvdu(Iu ∩ S−1

e4
(Jv))

(xu + gu + yu)s

=
xsvdv(Iv ∩ S−1

e3
(Jv)) + hu

hv
ysvdu(Iu ∩ S−1

e4
(J4))

(xv + gv + yv)s

6

(
xsv + hu

hv
ysv

(xv + gv + yv)s

)
max

{
dv(Iv ∩ S−1

e3
(Jv)), du(Iu ∩ S−1

e4
(Jv))

}
= fv(xv, yv) max

{
dv(Iv ∩ S−1

e3
(Jv)), du(Iu ∩ S−1

e4
(Jv))

}
< max

{
dv(Iv ∩ S−1

e3
(Jv)), du(Iu ∩ S−1

e4
(Jv))

}
.

We now consider sup
{
du(J) : Se1(Iu) ⊂ J ⊂ Iu

}
. As shown in Figure 3.4.1,

Iu = [au, bu], and Se1(Iu) = [au, au + a], so

sup
{
du(J) : Se1(Iu) ⊂ J ⊂ Iu

}
= sup

{
Hs(Fu ∩ [au, x])

Hs(Fu)(x− au)s
: x ∈ [au + a, bu]

}
.
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The function Hs(Fu∩[au,x])
Hs(Fu)(x−au)s

is a continuous function of x on the compact interval

[au +a, bu], where a > 0, so it is bounded and attains its bound for at least one x0 ∈
[au + a, bu]. For such x0, we may define an interval Lu = [au, x0], Se1(Iu) ⊂ Lu ⊂ Iu,
which satisfies,

du(Lu) = sup
{
du(J) : Se1(Iu) ⊂ J ⊂ Iu

}
. (3.4.4)

Similarly intervals Lv, Ru, Rv, exist which satisfy the following equations,

dv(Lv) = sup
{
dv(J) : Se3(Iv) ⊂ J ⊂ Iv

}
, (3.4.5)

du(Ru) = sup
{
du(J) : Se2(Iv) ⊂ J ⊂ Iu

}
, (3.4.6)

dv(Rv) = sup
{
du(J) : Se4(Iu) ⊂ J ⊂ Iv

}
. (3.4.7)

Some candidates for the intervals Lu, Lv, Ru, Rv are illustrated in Figure 3.4.3.

Se2I vSe1Iu Se4IuSe3I v

I vIu

Lu Lv

Ru Rv

Figure. 3.4.3: Some possibilities for the intervals Lu, Lv, Ru, and Rv.

Lemma 3.4.6. For the 2-vertex directed graph IFS of Figure 3.4.1, let the intervals
Lu, Lv, Ru, and Rv be as defined in Equations (3.4.4), (3.4.5), (3.4.6), and (3.4.7),
and suppose the conditions of Lemma 3.4.4 hold.

Then

(a) du(Lu) =
1

|Iu|s
, (b) dv(Lv) =

1

|Iu|s
,

(c) du(Ru) =
1

|Iu|s
, (d) dv(Rv) =

hu
hv

1

|Iu|s
.

Proof. (a) As stated in Lemma 3.4.2(a), du(Iu) = du(Se1(Iu)) = 1
|Iu|s , which implies,

from the definition of Lu in Equation (3.4.4), that du(Lu) > 1
|Iu|s . For a contradiction

we assume du(Lu) >
1
|Iu|s . Clearly Se1(Iu) $ Lu $ Iu. Also if the right hand endpoint

of the interval Lu were to lie in the gap between the intervals Se1(Iu) and Se2(Iv) then
du(Se1(Iu)) > du(Lu) which contradicts our assumption, so the right hand endpoint
of Lu lies in Se2(Iv). This is the situation illustrated in Figure 3.4.4.

Applying Lemma 3.4.5(a), we obtain

du(Lu) < dv(Iv ∩ S−1
e2

(Lu)),

since du(Iu ∩ S−1
e1

(Lu)) = du(Iu) = 1
|Iu|s < du(Lu). If necessary, by repeatedly apply-

ing the expanding similarity S−1
e3

to the interval Iv ∩ S−1
e2

(Lu), we must eventually
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Se4 Se2 Se3

Lu ,2

Se1

Se3
−1

Se4
−1

Se1
−1

Se2
−1

Lu

Lu ,1

I vIu

Figure. 3.4.4: The intervals Lu, Lu,1, and Lu,2.

arrive at an interval Lu,1, which is not contained in the interval Se3(Iv), where Lu,1 =
S−me3 (Iv ∩ S−1

e2
(Lu)), for some m > 0. By Lemma 3.4.2(g) dv(S

−m
e3

(Iv ∩ S−1
e2

(Lu))) =
dv(Iv ∩ S−1

e2
(Lu)) so

du(Lu) < dv(Lu,1). (3.4.8)

and so dv(Lu,1) > 1
|Iu|s . Again the right hand endpoint of Lu,1 cannot lie in the gap

between the intervals Se3(Iv) and Se4(Iu) for then, dv(Se3(Iv)) > dv(Lu,1) > 1
|Iu|s .

This is impossible because dv(Se3(Iv)) = 1
|Iu|s , by Lemma 3.4.2(c) and condition (1) of

Lemma 3.4.4. Similarly since dv(Iv) = 1
|Iu|s , again by Lemma 3.4.2(c) and condition

(1) of Lemma 3.4.4, we cannot have Lu,1 = Iv. Therefore Se3(Iv) $ Lu,1 $ Iv. The
situation is shown in Figure 3.4.4 for m = 1.

Now we may apply Lemma 3.4.5(b), to obtain

dv(Lu,1) < du(Iu ∩ S−1
e4

(Lu,1)),

as dv(Iv∩S−1
e3

(Lu,1)) = dv(Iv) = 1
|Iu|s < dv(Lu,1). If necessary, by repeatedly applying

the expanding similarity S−1
e1

to the interval Iu∩S−1
e4

(Lu,1), we must eventually arrive
at an interval Lu,2, with Se1(Iu) ⊂ Lu,2, where Lu,2 = S−ne1 (Iu ∩ S−1

e4
(Lu,1)), for some

n > 0. The situation is illustrated in Figure 3.4.4 for n = 1. By Lemma 3.4.2(e)
du(Lu,2) = du(Iu ∩ S−1

e4
(Lu,1)) so

dv(Lu,1) < du(Lu,2). (3.4.9)

From the definition of the interval Lu in Equation (3.4.4), du(Lu,2) 6 du(Lu), which
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together with Equations (3.4.8) and (3.4.9) gives

du(Lu) < dv(Lu,1) < du(Lu,2) 6 du(Lu).

This contradiction completes the proof of part (a).

(b) The proof is symmetrically identical to that given in part (a).

We have given a fully detailed proof of part (a), so now for clarity we no longer
include all the details, such as endpoints of intervals not lying in gaps etc., where
the inclusion of such details would be repetitive.

(c) From Lemma 3.4.2(a), (b), du(Iu) = 1
|Iu|s , du(Se2(Iv)) = hv

hu
1
|Iv |s and by condi-

tions (1) and (2) of Lemma 3.4.4, it follows that du(Se2(Iv)) = hv
hu

1
|Iu|s 6 1

|Iu|s , which

means it must be the case that du(Ru) > 1
|Iu|s . For a contradiction we assume that

du(Ru) >
1
|Iu|s . This immediately implies Se2(Iv) $ Ru $ Iu. Lemma 3.4.5(a) gives

du(Ru) < du(Iu ∩ S−1
e1

(Ru)).

We now expand the interval Iu ∩ S−1
e1

(Ru) under the action of the expanding sim-
ilarities S−1

e2
and S−1

e4
, if necessary, until we obtain an interval Ru,1 which is not

contained in either Se2(Iv) or Se4(Iu). There are just two possibilities,

(i) Se2(Iv) ⊂ Ru,1 =
(
(S−1

e4
◦ S−1

e2
)m
)(
Iu ∩ S−1

e1
(Ru)

)
⊂ Iu,

(ii) Se4(Iu) ⊂ Ru,1 =
(
S−1
e2
◦ (S−1

e4
◦ S−1

e2
)n
)(
Iu ∩ S−1

e1
(Ru)

)
⊂ Iv,

for some m,n > 0. For an interval J ⊂ (Se2 ◦ Se4)(Iu), we note that by Lemma
3.4.2(h), (f),

du((S
−1
e4
◦ S−1

e2
)(J)) =

hv
hu
dv(S

−1
e2

(J)) =
hv
hu

hu
hv
du(J),

that is
du((S

−1
e4
◦ S−1

e2
)(J)) = du(J). (3.4.10)

For (i), Equation (3.4.10) implies that

du(Ru) < du(Iu ∩ S−1
e1

(Ru)) = du(Ru,1) 6 du(Ru),

so only (ii) can hold. Again by Equation (3.4.10) and Lemma 3.4.2(f), we see that
for (ii),

hv
hu
dv(Ru,1) = du(Iu ∩ S−1

e1
(Ru)),

and this means that

du(Ru) < du(Iu ∩ S−1
e1

(Ru)) =
hv
hu
dv(Ru,1) 6

hv
hu
dv(Rv),

from the definition of Rv in Equation (3.4.7).
So we have shown that if du(Ru) >

1
|Iu|s then

du(Ru) <
hv
hu
dv(Rv). (3.4.11)
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We pause now in our proof of part (c), which we will continue, after first giving a
proof of part (d).

(d) From Lemma 3.4.2(c), (d), dv(Iv) = 1
|Iv |s , dv(Se4(Iu)) = hu

hv
1
|Iu|s and by con-

ditions (1) and (2) of Lemma 3.4.4, it follows that dv(Iv) = 1
|Iu|s and dv(Se4(Iu)) =

hu
hv

1
|Iu|s > 1

|Iu|s , which means it must be the case that dv(Rv) > hu
hv

1
|Iu|s . For a contra-

diction we assume that dv(Rv) >
hu
hv

1
|Iu|s . This immediately implies Se4(Iu) $ Rv $

Iv. Lemma 3.4.5(b) gives

dv(Rv) < dv(Iv ∩ S−1
e3

(Rv)).

We now expand the interval Iv ∩ S−1
e3

(Rv) under the action of the expanding sim-
ilarities S−1

e4
and S−1

e2
, if necessary, until we obtain an interval Rv,1 which is not

contained in either Se4(Iu) or Se2(Iv). There are just two possibilities

(i) Se4(Iu) ⊂ Rv,1 =
(
(S−1

e2
◦ S−1

e4
)i
)(
Iv ∩ S−1

e3
(Rv)

)
⊂ Iv,

(ii) Se2(Iv) ⊂ Rv,1 =
(
S−1
e4
◦ (S−1

e2
◦ S−1

e4
)j
)(
Iv ∩ S−1

e3
(Rv)

)
⊂ Iu,

for some i, j > 0. For an interval J ⊂ (Se4 ◦ Se2)(Iv), we note that by Lemma
3.4.2(f), (h),

dv((S
−1
e2
◦ S−1

e4
)(J)) =

hu
hv
du(S

−1
e4

(J)) =
hu
hv

hv
hu
dv(J),

that is
dv((S

−1
e2
◦ S−1

e4
)(J)) = dv(J). (3.4.12)

For (i), Equation (3.4.12) implies that

dv(Rv) < dv(Iv ∩ S−1
e3

(Rv)) = dv(Rv,1) 6 dv(Rv),

so only (ii) can hold. Again by Equation (3.4.12) and Lemma 3.4.2(h), we see that
for (ii),

hu
hv
du(Rv,1) = dv(Iv ∩ S−1

e3
(Rv)),

and this means that

dv(Rv) < dv(Iv ∩ S−1
e3

(Rv)) =
hu
hv
du(Rv,1) 6

hu
hv
du(Ru), (3.4.13)

from the definition of Ru in Equation (3.4.6). Now our assumption is that dv(Rv) >
hu
hv

1
|Iu|s , and Equation (3.4.13) implies that du(Ru) >

1
|Iu|s . This means that the

argument already given in part (c) is valid, because in part (c), the assumption was
made that du(Ru) >

1
|Iu|s . Using Equations (3.4.11) and (3.4.13) we obtain

dv(Rv) <
hu
hv
du(Ru) <

hu
hv

hv
hu
dv(Rv) = dv(Rv).

This contradiction completes the proof of part (d).

(c) (continued) Equation (3.4.11) and part (d) now combine to give

du(Ru) <
hv
hu
dv(Rv) =

hv
hu

hu
hv

1

|Iu|s
=

1

|Iu|s
.

This contradiction completes the proof of part (c).
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The next theorem gives sufficient conditions for the calculation of the Hausdorff
measure of both of the attractors of the 2-vertex IFS of Figure 3.4.1.

Theorem 3.4.7. For the 2-vertex directed graph IFS of Figure 3.4.1, where s =
dimH Fu = dimH Fv, suppose that the following conditions hold,

(1) |Iu| = |Iv| ,

(2)
hv
hu

6 1,

(3)
(a+ gu)(|Iu|s − as)

bas
> 1.

Then

Hs(Fu) = |Iu|s and Hs(Fv) = |Iu|s
(

1− rse1
rse2

)
.

Proof. For any interval J ⊂ Iu, with du(J) > 0, we aim to show that du(J) 6 1
|Iu|s ,

then, by Lemma 3.4.1, the maximum density will satisfy

sup
{
du(J) : J ⊂ Iu

}
=

1

Hs(Fu)
=

1

|Iu|s
.

By Lemma 3.4.2(e), for any interval J ⊂ Iu, du(J) = du(S
−1
e1

(Se1(J))) = du(Se1(J)),
so it is enough to prove du(J) 6 1

|Iu|s for any interval J contained in a first level
interval.

Let J ⊂ Iu be any interval contained in one of the level-1 intervals Se1(Iu) or
Se2(Iv) with du(J) > 0. Operating on J with the expanding similarities S−1

e1
, S−1

e2
,

S−1
e3

, S−1
e4

, as necessary, we must eventually arrive at an interval Ju ⊂ Iu or Jv ⊂ Iv,
which is not contained in any level-1 interval.

For the moment we make the assumption that the endpoints of Ju and Jv lie in
level-1 intervals so that they span the gaps between the level-1 intervals as illustrated
in Figure 3.4.2.

For Ju ⊂ Iu the maps S−1
e2

and S−1
e4

must be applied an equal number of times
to the interval J , and so the scaling factors of hv

hu
and hu

hv
in Lemma 3.4.2(f) and (h)

will cancel each other out. This means, by Lemma 3.4.2(e), (f), (g) and (h), that

du(J) = du(Ju). (3.4.14)

If Ju = Iu, then du(Ju) = 1
|Iu|s , by Lemma 3.4.2(a), so we may assume Ju 6= Iu.

Applying Lemma 3.4.5(a) gives

du(J) = du(Ju) < max
{
du(Iu ∩ S−1

e1
(Ju)), dv(Iv ∩ S−1

e2
(Ju))

}
. (3.4.15)

For Jv ⊂ Iv, the map S−1
e2

must have been applied exactly one more time to the
interval J than the map S−1

e4
, so a factor of hv

hu
will occur by Lemma 3.4.2(f). This

means, by Lemma 3.4.2(e), (f), (g) and (h), that

du(J) =
hv
hu
dv(Jv). (3.4.16)
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If Jv = Iv, then hv
hu
dv(Jv) = hv

hu
1
|Iu|s 6 1

|Iu|s , by Lemma 3.4.2(c) and condition (2), so

we may assume Jv 6= Iv. Applying Lemma 3.4.5(b) gives

du(J) =
hv
hu
dv(Jv) <

hv
hu

max
{
dv(Iv ∩ S−1

e3
(Jv)), du(Iu ∩ S−1

e4
(Jv))

}
. (3.4.17)

We now determine upper bounds for the densities (a) du(Iu ∩ S−1
e1

(Ju)), (b) dv(Iv ∩
S−1
e2

(Ju)), (c) dv(Iv ∩ S−1
e3

(Jv)), and (d) du(Iu ∩ S−1
e4

(Jv)), considering each in turn.

(a) du(Iu ∩ S−1
e1

(Ju)) 6 1
|Iu|s .

Expanding the interval Iu ∩S−1
e1

(Ju), if necessary, we obtain an interval Ju,1, not
contained in any level-1 interval, where one of the following two possibilities hold,

(i) Se2(Iv) ⊂ Ju,1 =
(
(S−1

e4
◦ S−1

e2
)m
)(
Iu ∩ S−1

e1
(Ju)

)
⊂ Iu,

(ii) Se4(Iu) ⊂ Ju,1 =
(
S−1
e2
◦ (S−1

e4
◦ S−1

e2
)n
)(
Iu ∩ S−1

e1
(Ju)

)
⊂ Iv,

for m,n > 0. For (i), using Lemma 3.4.2(f) and (h), and Lemma 3.4.6(c), we obtain,

du(Iu ∩ S−1
e1

(Ju)) = du(Ju,1) 6 du(Ru) =
1

|Iu|s
.

For (ii), using Lemma 3.4.2(f) and (h), and Lemma 3.4.6(d), we obtain,

du(Iu ∩ S−1
e1

(Ju)) =
hv
hu
dv(Ju,1) 6

hv
hu
dv(Rv) =

hv
hu

hu
hv

1

|Iu|s
=

1

|Iu|s
,

In both cases

du(Iu ∩ S−1
e1

(Ju)) 6
1

|Iu|s
.

(b) dv(Iv ∩ S−1
e2

(Ju)) 6 1
|Iu|s .

Expanding the interval Iv∩S−1
e2

(Ju), if necessary, we obtain an interval Ju,1 ⊂ Iv,
not contained in any level-1 interval, with

Se3(Iv) ⊂ Ju,1 =
(
(S−1

e3
)m
)(
Iv ∩ S−1

e2
(Ju)

)
⊂ Iv,

for m > 0. By Lemma 3.4.2(g) and Lemma 3.4.6(b),

dv(Iv ∩ S−1
e2

(Ju)) = dv(Ju,1) 6 dv(Lv) =
1

|Iu|s
.

(c) dv(Iv ∩ S−1
e3

(Jv)) 6 hu
hv

1
|Iu|s .

Expanding the interval Iv ∩ S−1
e3

(Jv), if necessary, we obtain an interval Jv,1, not
contained in any level-1 interval, where one of the following two possibilities hold,

(i) Se4(Iu) ⊂ Jv,1 =
(
(S−1

e2
◦ S−1

e4
)m
)(
Iv ∩ S−1

e3
(Jv)

)
⊂ Iv,

(ii) Se2(Iv) ⊂ Jv,1 =
(
S−1
e4
◦ (S−1

e2
◦ S−1

e4
)m
)(
Iv ∩ S−1

e3
(Jv)

)
⊂ Iu,

for m,n > 0. For (i), using Lemma 3.4.2(f) and (h), and Lemma 3.4.6(d), we obtain,

dv(Iv ∩ S−1
e3

(Jv)) = dv(Jv,1) 6 dv(Rv) =
hu
hv

1

|Iu|s
.
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For (ii), using Lemma 3.4.2(f) and (h), and Lemma 3.4.6(c), we obtain,

dv(Iv ∩ S−1
e3

(Jv)) =
hu
hv
du(Jv,1) 6

hu
hv
du(Ru) =

hu
hv

1

|Iu|s
.

In both cases

dv(Iv ∩ S−1
e3

(Jv)) 6
hu
hv

1

|Iu|s
.

(d) du(Iu ∩ S−1
e4

(Jv)) 6 1
|Iu|s .

Expanding the interval Iu∩S−1
e4

(Jv), if necessary, we obtain an interval Jv,1 ⊂ Iu,
not contained in any level-1 interval, with

Se1(Iu) ⊂ Jv,1 =
(
(S−1

e1
)m
)(
Iu ∩ S−1

e4
(Jv)

)
⊂ Iu,

for m > 0. By Lemma 3.4.2(e) and Lemma 3.4.6(a),

du(Iu ∩ S−1
e4

(Jv)) = du(Jv,1) 6 du(Lu) =
1

|Iu|s
.

This completes the proof of parts (a), (b), (c) and (d). Putting the results of
parts (a) and (b) into Equation (3.4.15) gives

du(J) = du(Ju) < max
{
du(Iu ∩ S−1

e1
(Ju)), dv(Iv ∩ S−1

e2
(Ju))

}
6

1

|Iu|s
.

Putting the results of parts (c) and (d) into Equation (3.4.17), remembering that
by condition (2), hu

hv
> 1, gives

du(J) =
hv
hu
dv(Jv) <

hv
hu

max
{
dv(Iv ∩ S−1

e3
(Jv)), du(Iu ∩ S−1

e4
(Jv))

}
6
hv
hu

hu
hv

1

|Iu|s
=

1

|Iu|s
.

It only remains now to consider those situations where J is expanded into an
interval Ju ⊂ Iu or Jv ⊂ Iv but where one of the endpoints of Ju or Jv lies in a gap
between level-1 intervals. The situation with both endpoints of Ju and Jv being in
gaps cannot happen as we are assuming du(J) > 0.

Suppose the right-hand endpoint of Ju lies in the gap between Se1(Iu) and Se2(Iv)
then by Equation (3.4.14), Lemma 3.4.2(e) and part (a)

du(J) = du(Ju) < du(Se1(Iu) ∩ Ju) = du(Iu ∩ S−1
e1

(Ju)) 6
1

|Iu|s
.

If the left-hand endpoint of Ju lies in the gap between Se1(Iu) and Se2(Iv) then by
Equation (3.4.14), Lemma 3.4.2(f), part (b) and (2)

du(J) = du(Ju) < du(Se2(Iv) ∩ Ju) =
hv
hu
dv(Iv ∩ S−1

e2
(Ju)) 6

1

|Iu|s
.
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If the right-hand endpoint of Jv lies in the gap between Se3(Iv) and Se4(Iu) then by
Equation (3.4.16), Lemma 3.4.2(g) and part (c)

du(J) =
hv
hu
dv(Jv) <

hv
hu
dv(Se3(Iv) ∩ Jv) =

hv
hu
dv(Iv ∩ S−1

e3
(Jv)) 6

hv
hu

hu
hv

1

|Iu|s
=

1

|Iu|s
.

Finally if the left-hand endpoint of Jv lies in the gap between Se3(Iv) and Se4(Iu)
then by Equation (3.4.16), Lemma 3.4.2(h), and part (d)

du(J) =
hv
hu
dv(Jv) <

hv
hu
dv(Se4(Iu) ∩ Jv) =

hv
hu

hu
hv
du(Iu ∩ S−1

e4
(Jv)) 6

1

|Iu|s
.

Therefore in all cases

du(J) 6
1

|Iu|s
.

This completes the proof that Hs(Fu) = |Iu|s. The expression for Hs(Fv) now
follows immediately by Equation (3.4.3).

> restart;

> a:=11/23: g_u:=5/23: b:=7/23:  c:=1/73: g_v:=71/73: d:=1/73: 

> r_e_1:=a/(a+g_u+b): r_e_2:=b/(c+g_v+d): r_e_3:=c/(c+g_v+d): 

r_e_4:=d/(a+g_u+b):

> f:= t -> (r_e_1^t-1)*(r_e_3^t-1)-r_e_2^t*r_e_4^t:

> eqn := f(t)=0: s:=fsolve( eqn, t, 0..1 );

 := s 0.3301952122

> evalf((1-r_e_1^s)/r_e_2^s);

0.3201592325

> evalf((a+g_u)*((a+g_u+b)^s-a^s)/(b*a^s));

0.6303364488

Figure. 3.4.5: Maple output 1.

We now give a few examples to show that it is a routine matter to check whether
or not the three conditions of Theorem 3.4.7 all hold. In the calculations that follow
we use Maple to compute the value of s for which the matrix A(s) has eigenvalue
1. In each of the Maple outputs this value of s can be seen to be unique for s in
the range 0 6 s 6 1, and so this is the Hausdorff dimension, see Theorem 6.9.6,
[Edg00].

Suppose we are given the following parameters for the system,

a =
11

23
, gu =

5

23
, b =

7

23
, c =

1

73
, gv =

71

73
, d =

1

73
. (3.4.18)

Here |Iu| = |Iv| = 1, so condition (1) is satisfied. As the Maple output in Figure
3.4.5 shows, s = 0.3301952122, and

hv
hu

=
1− rse1
rse2

= 0.3201592325 < 1,
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> restart;

> a:=11/23: g_u:=5/23: b:=7/23:  c:=13/73: g_v:=53/73: d:=7/73: 

> r_e_1:=a/(a+g_u+b): r_e_2:=b/(c+g_v+d): r_e_3:=c/(c+g_v+d): 

r_e_4:=d/(a+g_u+b):

> f:= t -> (r_e_1^t-1)*(r_e_3^t-1)-r_e_2^t*r_e_4^t:

> eqn := f(t)=0: s:=fsolve( eqn, t, 0..1 );

 := s 0.4934118279

> evalf((1-r_e_1^s)/r_e_2^s);

0.5486642748

> evalf((a+g_u)*((a+g_u+b)^s-a^s)/(b*a^s));

1.003400992

Figure. 3.4.6: Maple output 2.

so condition (2) is also satisfied. However condition (3) of Theorem 3.4.7 does not
hold, as

(a+ gu)(|Iu|s − as)
bas

= 0.6303364488 < 1.

Adjusting the parameters c, gv, and d to

a =
11

23
, gu =

5

23
, b =

7

23
, c =

13

73
, gv =

53

73
, d =

7

73
,

and recalculating, we find that all three conditions of Lemma 3.4.4 now hold, as the
Maple output of Figure 3.4.6 confirms. The Hausdorff dimension has increased to
s = 0.4934118279. As before |Iu| = |Iv| = 1, so (1) is satisfied.

hv
hu

=
1− rse1
rse2

= 0.5486642748 < 1,

so condition (2) also holds, and condition (3) is now satisfied because

(a+ gu)(|Iu|s − as)
bas

= 1.003400992 > 1.

Finally Figure 3.4.7 shows a plot of (a+gu)(|Iu|s−as)
bas

as the dimension s varies from
0 to 1. Here the parameters a, gu, and b, as given in the equations of (3.4.18) are
kept fixed, so we consider s to vary as the parameters c, gv, and d are adjusted.
It is clear from the graph that once (a+gu)(|Iu|s−as)

bas
> 1, it will remain that way for

greater dimensions.
It is important to note though, that increasing the dimension of the system, by

adjusting only the parameters c, gv, and d, eventually results in condition (2) failing.
To see this consider the following parameters

a =
11

23
, gu =

5

23
, b =

7

23
, c =

43

73
, gv =

7

73
, d =

23

73
,

which give a Hausdorff dimension of s = 0.7990855723. For these parameters,
conditions (1) and (3) hold but (2) fails because hv

hu
= 1.152194154.

Overall, however, this brief analysis does confirm that conditions (1), (2), and
(3) will hold for a wide range of values of the parameters of the system.
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> restart;

> a:=11/23: g_u:=5/23: b:=7/23:  c:=13/73: g_v:=53/73: d:=7/73: 

> plot( ((a+g_u)*((a+g_u+b)^S-a^S)/(b*a^S)), S=0..1, 

font=[TIMES,ROMAN,15], thickness=3, color=black );

Figure. 3.4.7: A plot of (a+gu)(|Iu|s−as)
bas .

3.5 Some important consequences of Hs(Fu) = |Iu|s

Theorem 3.4.7 of the preceding section establishes that for a large class of 2-vertex
systems, of the type illustrated in Figure 3.4.1, we can ensure by a suitable choice
of parameters that Hs(Fu) = |Iu|s. Before proving Theorems 3.5.8 and 3.5.9 we first
give some important consequences of Hs(Fu) = |Iu|s in Lemmas 3.5.1 and 3.5.7.
The arguments we use are based on those employed by Feng and Wang in [FW09].

To illustrate the significance of Lemma 3.5.1, consider the 1-vertex directed graph
IFS defined on R and shown in Figure 3.5.1, where the similarities are

S1(x) =
1

3
x, S2(x) =

1

27
x+

4

27
, S3(x) =

1

3
x+

2

3
.

This is a modification of the Cantor set, C, which is the attractor of the IFS defined
by S1 and S3, and for which Hs(C) = 1. The attractor F is the unique non-empty
compact set satisfying

F =
3⋃
i=1

Si(F ).

S3

1I

S2

0

S1

Figure. 3.5.1: A 1-vertex directed graph IFS in R.

The OSC is satisfied for this system, this can be verified by taking the open set
as U =

(
0, 1

3

)
∪
(

2
3
, 1
)
, but the COSC does not hold. Actually the SSC is satisfied



3.5 Some important consequences of Hs(Fu) = |Iu|s 105

but the CSSC is not. In particular S2(I) ⊂ S1(I) but S1(F ) ∩ S2(F ) = ∅. So
S2(I) ⊂ S1(I) does not imply S2(F ) ⊂ S1(F ). In fact

S1(F ) $ F ∩ S1(I), (3.5.1)

since F ∩ S1(I) = S1(F ) ∪ S2(F ). Equation (3.5.1) implies that Hs(F ) 6= |I|s, as is
shown in our next lemma, and so Hs(F ) < 1, by Lemmas 3.3.1 and 3.3.3.

Lemma 3.5.1. Let
(
V,E∗, i, t, r, (R, | |)v∈V , (Se)e∈E1

)
be any directed graph IFS

for which the OSC holds. For the attractor Fu at a vertex u, let s = dimH Fu and
{au, bu} ⊂ Fu ⊂ Iu = [au, bu]. Let S : R → R be any similarity with contracting
similarity ratio rS, 0 < rS < 1, and let S(Iu) = [S(au), S(bu)] = [aS, bS].

If S(Fu) ⊂ Fu and Hs(Fu) = |Iu|s then

(a) Hs(S(Fu)) = Hs(Fu ∩ S(Iu)) = (bS − aS)s ,

(b) S(Fu) = Fu ∩ S(Iu).

Proof. (a) Clearly S(Fu) ⊂ Fu ∩ S(Iu), so

(bS − aS)s > Hs(Fu ∩ [aS, bS]) (by Corollary 3.3.4(a))

= Hs(Fu ∩ S(Iu))

> Hs(S(Fu))

= rsSHs(Fu) (by the scaling property of the measure)

=
(bS − aS)s

|Iu|s
Hs(Fu)

= (bS − aS)s (as Hs(Fu) = |Iu|s).

(b) As S(Fu) ⊂ Fu∩S(Iu), we assume for a contradiction that S(Fu) $ Fu∩S(Iu),
so there exists a point x ∈ Fu ∩ S(Iu), such that x /∈ S(Fu). As S(Fu) is compact,
dist(x, S(Fu)) > 0. The map, φu : EN

u → Fu, given by

φu(e) = y, {y} =
∞⋂
k=1

Se|k(Ft(e|k))

is surjective, by Lemma 1.3.5, so there exists an infinite path in the directed graph,
e ∈ EN

u , with

{x} =
∞⋂
k=1

Se|k(Ft(e|k)).

Now
(
Se|k(Ft(e|k))

)
, is a decreasing sequence of non-empty compact subsets of Fu,

whose diameters tend to zero as k tends to infinity, and so there exists m ∈ N, such
that x ∈ Se|m(Ft(e|m)) ⊂ Fu, and∣∣Se|m(Ft(e|m))

∣∣ < dist(x, S(Fu)).

It follows that Se|m(Ft(e|m)) ∩ S(Fu) = ∅. Also x ∈ [aS, bS], and as aS, bS ∈ S(Fu),
dist(x, S(Fu)) 6 x − aS and dist(x, S(Fu)) 6 bS − x which means Se|m(Ft(e|m)) ⊂
[aS, bS] = S(Iu). In summary,

Se|m(Ft(e|m)) ∪ S(Fu) ⊂ Fu ∩ S(Iu), (3.5.2)
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where the union on the left hand side is disjoint.
Using the scaling property of Hausdorff measure gives

Hs(Se|m(Ft(e|m))) = rse|mH
s(Ft(e|m)) > 0, (3.5.3)

by Theorem 1.3.7.
We now derive a contradiction as follows

(bS − aS)s = Hs(Fu ∩ S(Iu)) (by part(a))

> Hs(Se|m(Ft(e|m)) ∪ S(Fu)) (by Equation (3.5.2))

= Hs(Se|m(Ft(e|m))) +Hs(S(Fu)) (the union is disjoint)

> Hs(S(Fu)) (by Equation (3.5.3))

= (bS − aS)s (by part (a)).

We will use Lemma 3.5.1 in our next theorem, which also uses definitions and
equations which we dealt with earlier in Chapter 2, but which we restate here for
ease of reference. Let

(
V,E∗, i, t, r, (R, | |)v∈V , (Se)e∈E1

)
, be any directed graph

IFS satisfying the CSSC. The set of gap lengths and contracting similarity ratios,
Xu ⊂ R+, is defined in Theorem 2.6.3, as

Xu =
{
gw, Ci, rp : gw ∈ G1

w, w ∈ V, ci ∈ T, p ∈ D∗uv, v ∈ V, v 6= u
}
, (3.5.4)

where G1
w is the set of level-1 gap lengths at the vertex w ∈ V , T = {ci : i ∈ I}, the

set of all simple cycles in the graph, and D∗uv ⊂ E∗uv, is the set of all simple paths
from the vertex u to the vertex v. From Corollary 2.3.5, Equations (2.3.7), (2.3.8),
(2.3.9), (2.3.10) and (2.3.11), the set of gap lengths at the vertex u is given by

Gu =
⋃

gu∈G1
u

guψ
(⋃
A
) ⋃ ⋃

v∈V
v 6=u
gv∈G1

v

gv

( ⋃
p∈D∗uv

rpψ
(⋃
Bp
))

, (3.5.5)

where
ψ
(⋃
A
)

= {1, re : e ∈ E∗uu} , (3.5.6)

and ⋃
p∈D∗uv

rpψ
(⋃
Bp
)

= {re : e ∈ E∗uv} , for v 6= u, (3.5.7)

with
ψ
(⋃
A
)
⊂ 〈1, Ci : i ∈ I〉 , (3.5.8)

and
ψ
(⋃
Bp
)
⊂ 〈1, Ci : i ∈ I〉 . (3.5.9)

We remind the reader that 〈1, Ci : i ∈ I〉 is the semigroup whose generators are the
contracting similarity ratios of the simple cycles in the graph, that is Ci = rci =
r(ci) where ci ∈ T . As we saw in the proof of Theorem 2.6.3, if the set Xu is
multiplicatively rationally independent then the union on the right hand side of
Equation (3.5.5) is pairwise disjoint.
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Theorem 3.5.2. Let
(
V,E∗, i, t, r, (R, | |)v∈V , (Se)e∈E1

)
be any directed graph IFS

for which the CSSC holds. For the attractor Fu at the vertex u, let s = dimH Fu
and {au, bu} ⊂ Fu ⊂ Iu = [au, bu]. Suppose Hs(Fu) = |Iu|s and suppose that the
set Xu ⊂ R+, defined in Equation (3.5.4), is multiplicatively rationally independent.
Let S denote the set of all similarities S : R→ R, where S satisfies S(Fu) ⊂ Fu and
has the contracting similarity ratio rS, 0 < rS < 1. That is let

S = {S : S : R→ R is a similarity, S(Fu) ⊂ Fu and 0 < rS < 1}

and let
RS = {rS : S ∈ S} .

Then
RS = {re : e ∈ E∗uu} .

Proof. As Hs(Fu) = |Iu|s, for any S ∈ S, Lemma 3.5.1(b) implies that S(Fu) =
Fu ∩ S(Iu). It follows that any gap length in the set S(Fu) must be a gap length in
Fu. Now the set of gap lengths in S(Fu) is just the set rSGu, and as Sk is also a
similarity satisfying Sk(Fu) ⊂ Fu, we have established that,

rkSGu ⊂ Gu, for all k ∈ N. (3.5.10)

Let gu ∈ G1
u, be any level-1 gap length at the vertex u, then by (3.5.10), rSgu ∈ Gu

and since the union on the right-hand side of Equation (3.5.5) is pairwise disjoint,
there are just three possibilities,

(i) rSgu ∈ guψ
(⋃
A
)
,

(ii) rSgu ∈ g′uψ
(⋃
A
)
, for some g′u ∈ G1

u, g
′
u 6= gu,

(iii) rSgu ∈ gvrpψ
(⋃
Bp
)
, for some gv ∈ G1

v, p ∈ D∗uv, v 6= u.

We first show that the situation in (ii) and (iii) cannot happen. If (ii) holds then by
Equation (3.5.8),

rSgu = g′u
∏
i∈I

Cmi
i , for some mi ∈ N ∪ {0} , i ∈ I,

and so, using (3.5.10),

rkSgu =
(
g−1
u g′u

∏
i∈I

Cmi
i

)k
gu ∈ Gu, for all k ∈ N.

Hence for any k > 2, we have an expression for the gap length rkSgu, written as a
product of elements of Xu, for which the exponent of g′u is k > 2. This is impossible
by the rational independence of the set Xu, since Equations (3.5.5), (3.5.8) and
(3.5.9) imply that the exponent of g′u can only be 0 or 1 in such an expression.

If (iii) holds then by (3.5.9) we may express rSgu as

rSgu = gvrp
∏
i∈I

Cni
i , for some ni ∈ N ∪ {0} , i ∈ I,
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and so, using (3.5.10),

rkSgu =
(
g−1
u gvrp

∏
i∈I

Cni
i

)k
gu ∈ Gu, for all k ∈ N.

This time for k > 2 the exponent of gv is k > 2, when it can only be 0 or 1 for a gap
length written in terms of the elements of Xu, by the rational independence of Xu.

So the only possibility is (i), and this gives, rS ∈ ψ (
⋃
A) = {1, re : e ∈ E∗uu}, by

(3.5.6), and as 0 < rS < 1, rS ∈ {re : e ∈ E∗uu}, so that RS ⊂ {re : e ∈ E∗uu}. Clearly
for any finite path e ∈ E∗uu, Se ∈ S, so we have {re : e ∈ E∗uu} ⊂ RS . Therefore
RS = {re : e ∈ E∗uu}.

e2 e3

e4

e1

vu

1 0 10

ca db
gvgu

I vIu

Se4 Se2 Se3Se1

Figure. 3.5.2: A 2-vertex IFS in R, the similarities Se1 , Se2 , Se3 and Se4 do not reflect.

Corollary 3.5.3. Consider the 2-vertex IFS, as shown in Figure 3.5.2, for which
the CSSC holds. For the attractor Fu at the vertex u, let s = dimH Fu. Suppose
Hs(Fu) = |Iu|s = 1, and suppose that the set Xu = {gu, gv, a, bd, c, b} ⊂ R+, as
defined in Equation (3.5.4), is multiplicatively rationally independent. Let

S = {S : S : R→ R is a similarity, S(Fu) ⊂ Fu and 0 < rS < 1}

and

RS = {rS : S ∈ S} .

Then

RS = {re : e ∈ E∗uu} = 〈a〉 ∪ bd 〈1, a, bd, c〉 .
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Proof. This follows immediately by Theorem 3.5.2 and Equation (3.5.6) as

ψ
(⋃
A
)

= 〈1, a, bd〉 ∪ bd 〈1, a, bd, c〉 = 〈1, a〉 ∪ bd 〈1, a, bd, c〉 ,

where we have applied the algorithm given in part (a) of the proof of Proposition
2.3.4.

e3

e4

e1 e2

vu

1 0 10

ca bb
gvgu

I vIu

Se4 Se2 Se3Se1

Figure. 3.5.3: A second example of a 2-vertex IFS in R, the similarities Se1 , Se2 , Se3 and Se4
do not reflect.

Corollary 3.5.4. Consider the 2-vertex IFS, as shown in Figure 3.5.3, for which
the CSSC holds. For the attractor Fu at the vertex u, let s = dimH Fu. Suppose
Hs(Fu) = |Iu|s = 1, and suppose that the set {gu, gv, a, b, c} ⊂ R+, is multiplicatively
rationally independent. Let

S = {S : S : R→ R is a similarity, S(Fu) ⊂ Fu and 0 < rS < 1}

and
RS = {rS : S ∈ S} .

Then
RS = {re : e ∈ E∗uu} = 〈a〉 ∪ b2

〈
1, a, b2, c

〉
.

Proof. As we saw in Equation (2.4.2), the gap lengths in the attractor Fu are

Gu = guψ
(⋃
A
) ⋃

gvre4ψ
(⋃
Be2
)

= gu
(〈

1, a, b2
〉
∪ b2

〈
1, a, b2, c

〉)
∪ gvb

〈
1, a, b2, c

〉
= gu

(
〈1, a〉 ∪ b2

〈
1, a, b2, c

〉)
∪ gvb

〈
1, a, b2, c

〉
.
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By Equation (3.5.6)

ψ
(⋃
A
)

= {1, re : e ∈ E∗uu} = 〈1, a〉 ∪ b2
〈
1, a, b2, c

〉
,

and
{re : e ∈ E∗uu} = 〈a〉 ∪ b2

〈
1, a, b2, c

〉
.

The proof now follows the same structure as the proof of Theorem 3.5.2. If S is
any contracting similarity such that S(Fu) ⊂ Fu, then by Lemma 3.5.1, S(Fu) =
Fu∩S(Iu), and as we argued in the proof of Theorem 3.5.2, this is enough to ensure
that

rkSGu ⊂ Gu, for all k ∈ N,

where rS is the contracting similarity ratio of S. Now rSgu ∈ Gu so suppose, for a
contradiction, that rSgu ∈ gvb 〈1, a, b2, c〉. We may express rS as rS = g−1

u gvba
ib2jck

for some i, j, k ∈ N∪{0}. As rmS Gu ⊂ Gu it follows that rmS gu = (g−1
u gvba

ib2jck)mgu ∈
Gu. For m > 2 the exponent of gv in this expression is greater than 1, but this is
impossible by the multiplicative rational independence of the set {gu, gv, a, b, c}.
This contradiction implies that rSgu ∈ gu(〈1, a〉 ∪ b2 〈1, a, b2, c〉) and so rS ∈ 〈1, a〉 ∪
b2 〈1, a, b2, c〉, and as 0 < rS < 1, rS ∈ 〈a〉 ∪ b2 〈1, a, b2, c〉, which proves

RS ⊂ 〈a〉 ∪ b2
〈
1, a, b2, c

〉
= {re : e ∈ E∗uu} .

For any finite path e ∈ E∗uu, Se ∈ S, so we have {re : e ∈ E∗uu} ⊂ RS . Therefore
RS = {re : e ∈ E∗uu}.

The next two lemmas provide us with useful inequalities.

Lemma 3.5.5. Let a, b > 0, and 0 < p < 1. Then

(a+ b)p < ap + bp.

Proof. Consider the function f defined by

f(t) = 1 + tp −
(
1 + t

)p
, (3.5.11)

with derivative

f ′(t) = p

(
1

t1−p
− 1

(1 + t)1−p

)
.

For t > 0, f ′(t) > 0, and as f(0) = 0, this implies f(t) > 0 for t > 0. Putting
t = b

a
> 0 in (3.5.11) gives ap + bp − (a+ b)p > 0.

Lemma 3.5.6. For x, z > 0, y > 0 and 0 < p < 1,

(x+ y + z)p < (x+ y)p + (y + z)p − yp.

Proof. For y = 0 the inequality reduces to (x+ z)p < xp + zp, which is true by
Lemma 3.5.5, so we may assume x, y, z > 0. Let

f(t1, t2) = (1 + t1)p + (1 + t2)p − (1 + t1 + t2)p − 1, (3.5.12)
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then
∂f

∂t1
= p

(
1

(1 + t1)1−p −
1

(1 + t1 + t2)1−p

)
,

so ∂f
∂t1

> 0 for t1, t2 > 0. Similarly ∂f
∂t2

> 0 for t1, t2 > 0. We have that f(t1, t2)

is continuous for t1, t2 > 0, f(0, 0) = 0, and ∂f
∂t1
, ∂f
∂t2

> 0 for t1, t2 > 0, from which
we may deduce that f(t1, t2) > 0 for t1, t2 > 0. Now putting t1 = x

y
and t2 = z

y
in

(3.5.12) produces the required inequality.

We saw in the 1-vertex example of Figure 3.5.1 above, that S2(I) ⊂ S1(I) does
not generally imply S2(F ) ⊂ S1(F ), and this explains the significance of the next
lemma. This lemma is presented by Feng and Wang as a claim in the proof of
Theorem 4.1 of [FW09].

Lemma 3.5.7. Let
(
V,E∗, i, t, r, (R, | |)v∈V , (Se)e∈E1

)
be any directed graph IFS

for which the OSC holds. For the attractor Fu at the vertex u, let s = dimH Fu and
{au, bu} ⊂ Fu ⊂ Iu = [au, bu]. Let S : R → R and T : R → R be any two distinct
similarities with contracting similarity ratios 0 < rS, rT < 1.

If S(Fu) ⊂ Fu, T (Fu) ⊂ Fu and Hs(Fu) = |Iu|s, then exactly one of the following
three statements occurs

(a) S(Iu) ∩ T (Iu) = ∅, which implies S(Fu) ∩ T (Fu) = ∅,
(b) S(Iu) ⊂ T (Iu), which implies S(Fu) ⊂ T (Fu),

(c) T (Iu) ⊂ S(Iu), which implies T (Fu) ⊂ S(Fu).

Proof. There are just five possibilities for the intervals S(Iu) = [aS, bS], T (Iu) =
[aT , bT ],

(a) [aS, bS] ∩ [aT , bT ] = ∅,
(b) [aS, bS] ⊂ [aT , bT ] ,

(c) [aT , bT ] ⊂ [aS, bS] ,

(d) aS < aT 6 bS < bT ,

(e) aT < aS 6 bT < bS.

First we prove that the situation in (d) cannot happen.

(bT − aS)s > Hs(Fu ∩ [aS, bT ]) (by Corollary 3.3.4(a))

= Hs(Fu ∩ [aS, bS]) +Hs(Fu ∩ [aT , bT ])

−Hs(Fu ∩ [aT , bS]) (a property of the measure)

= Hs(Fu ∩ S(Iu)) +Hs(Fu ∩ T (Iu))

−Hs(Fu ∩ [aT , bS]),

> (bS − aS)s + (bT − aT )s − (bS − aT )s (by Lemma 3.5.1(a)

and Corollary 3.3.4(a))

> (bT − aS)s.

The last inequality is obtained by putting x = aT − aS > 0, y = bS − aT > 0, and
z = bT − bS > 0 in Lemma 3.5.6. This contradiction shows that (d) cannot occur
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and a similar argument can clearly be constructed to prove that (e) cannot happen
either. Since S 6= T , exactly one of (a), (b), or (c) must occur. It only remains to
prove the implications in the statement of the lemma.

That S(Iu) ∩ T (Iu) = ∅ implies S(Fu) ∩ T (Fu) = ∅ follows immediately as
S(Fu) ⊂ S(Iu) and T (Fu) ⊂ T (Iu).

To see that S(Iu) ⊂ T (Iu) implies S(Fu) ⊂ T (Fu) we apply Lemma 3.5.1(b), to
obtain

S(Fu) = Fu ∩ S(Iu) ⊂ Fu ∩ T (Iu) = T (Fu).

Similarly, that T (Iu) ⊂ S(Iu) implies T (Fu) ⊂ S(Fu) also follows immediately
by Lemma 3.5.1(b), since

T (Fu) = Fu ∩ T (Iu) ⊂ Fu ∩ S(Iu) = S(Fu).

Theorem 3.5.8. For the 2-vertex IFS of Figure 3.5.2, suppose conditions (1), (2)
and (3), of Theorem 3.4.7 all hold, so that Hs(Fu) = |Iu|s = 1, and suppose also
that the set {gu, gv, a, b, c, d} ⊂ R+ is multiplicatively rationally independent.

Then the attractor at the vertex u, Fu, is not the attractor of any standard (1-
vertex) IFS, defined on R, with or without separation conditions.

Proof. For a contradiction we suppose Fu is the attractor of a 1-vertex IFS, so Fu
will satisfy an invariance equation of the form

Fu =
n⋃
i=1

Si(Fu), (3.5.13)

for some n > 2. If Sj(Iu) ∩ Sk(Iu) 6= ∅ for any j 6= k, 1 6 j, k 6 n, then by
Lemma 3.5.7, either Sj(Iu) ⊂ Sk(Iu), with Sj(Fu) ⊂ Sk(Fu), or Sk(Iu) ⊂ Sj(Iu),
with Sk(Fu) ⊂ Sj(Fu). Without loss of generality suppose Sj(Fu) ⊂ Sk(Fu), then
we may rewrite Equation (3.5.13) as

Fu =
n⋃
i=1
i 6=j

Si(Fu).

We may continue in this way, if necessary, relabelling and reducing the number of
similarities n in Equation (3.5.13) to m, 2 6 m 6 n, with

Fu =
m⋃
i=1

Si(Fu),

where Sj(Iu) ∩ Sk(Iu) = ∅ for any j 6= k, 1 6 j, k 6 m. That is Fu is the attractor
of a 1-vertex IFS that satisfies the CSSC. Because the set {gu, gv, a, b, c, d} is mul-
tiplicatively rationally independent no such 1-vertex IFS exists by Corollary 2.6.4.
This is the required contradiction.

Theorem 3.5.9. For the 2-vertex IFS of Figure 3.5.3, suppose conditions (1), (2)
and (3), of Theorem 3.4.7 all hold, so that Hs(Fu) = |Iu|s = 1, and suppose also
that the set {gu, gv, a, b, c} ⊂ R+ is multiplicatively rationally independent.

Then the attractor at the vertex u, Fu, is not the attractor of any standard (1-
vertex) IFS, defined on R, with or without separation conditions.
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Proof. The proof is the same as that given for Theorem 3.5.8, except we apply
Corollary 2.6.2 in place of Corollary 2.6.4.

We now give a specific example for which we apply Theorem 3.5.9. Consider

> restart;

> a:=1/4: g_u:=5/12: b:=1/3:  c:=1/7: g_v:=11/21: d:=1/3: 

> r_e_1:=a/(a+g_u+b): r_e_2:=b/(c+g_v+d): r_e_3:=c/(c+g_v+d): 

r_e_4:=d/(a+g_u+b):

> f:= t -> (r_e_1^t-1)*(r_e_3^t-1)-r_e_2^t*r_e_4^t:

> eqn := f(t)=0: s:=fsolve( eqn, t, 0..1 );

 := s 0.5147069928

> evalf((1-r_e_1^s)/r_e_2^s);

0.8978943038

> evalf((a+g_u)*((a+g_u+b)^s-a^s)/(b*a^s));

2.082389923

Figure. 3.5.4: Maple output 3.

the following parameters for the directed graph IFS of Figure 3.5.3, which are also
illustrated in Figure 3.5.5,

a =
1

4
, gu =

5

12
, b =

1

3
, c =

1

7
, gv =

11

21
.

From the Maple output 3, in Figure 3.5.4, where we have put b = d = 1
3
, the

Hausdorff dimension is s = 0.5147069928, and |Iu| = |Iv| = 1, with

hv
hu

=
1− rse1
rse2

= 0.8978943038 < 1.

Se4

1 0 1

Se2 Se3Se1

0

5
12

1
3

1
7 11

21

1
3

1
4

I vIu

Figure. 3.5.5: Level-k intervals for 0 6 k 6 5.

Also
(a+ gu)(|Iu|s − as)

bas
= 2.082389923 > 1,
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so conditions (1), (2) and (3) of Theorem 3.4.7 all hold, which means Hs(Fu) =
|Iu|s = 1 and Hs(Fv) = 0.8978943038.

The set

{gu, gv, a, b, c} =

{
5

12
,
11

21
,
1

4
,
1

3
,
1

7

}
,

is multiplicatively rationally independent. Theorem 3.5.9 now ensures that the at-
tractor Fu, at the vertex u, cannot be the attractor of any standard (1-vertex)
IFS. Figure 3.5.5 illustrates the level-k intervals, for 0 6 k 6 5, for this particular
example.

3.6 Conclusion

The work of Chapters 2 and 3 gives a rigorous mathematical argument which proves
that we really do get something new with directed graph IFSs of more than one
vertex. In Theorems 3.5.8 and 3.5.9, we have established the existence of a class
of 2-vertex IFSs that have attractors that cannot be the attractors of standard
(1-vertex) IFSs, with or without separation conditions. The attractors of these 2-
vertex IFSs are of interest not only because we are able to compute their Hausdorff
measure, but also because they give us information about properties not shared by
1-vertex IFSs. Also, because they are the attractors of such simple 2-vertex IFSs,
it seems likely that most directed graph IFSs produce genuinely new fractals, with
many 3-vertex IFSs having attractors that cannot be the attractors of 1 or 2-vertex
IFSs and so on.

An obvious question to ask now is what about directed graph IFSs in (Rn, | |),
with n > 2? It is not easy to see what the higher dimensional analogue of the set of
gap lengths may be, but trying to find some other characteristic set or property of
attractors in higher dimensions could be an interesting area for future investigation.
As we have seen in this chapter, the calculation of Hausdorff measure is another,
related area, where it may also be worth thinking about how the work of [Mar86],
[AS99] and Theorem 3.4.7, might be extended to systems in higher dimensions.
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An application of the Renewal Theorem

4.1 Introduction

In this final chapter we apply the Renewal Theorem to directed graph IFSs with
probabilities,

(
V,E∗, i, t, r, p, ((Rn, | |))v∈V , (Se)e∈E1

)
, as defined in Subsection 1.2.8.

Theorem 1.3.4 ensures the existence of a unique list of non-empty compact sets
(Fu)u∈V such that

(Fu)u∈V =

( ⋃
e∈E1

u

Se(Ft(e))

)
u∈V

, (4.1.1)

and Theorem 1.3.8, implies the existence of a unique list of self-similar Borel prob-
ability measures (µu)u∈V such that

(µu(Au))u∈V =

( ∑
e∈E1

u

peµt(e)
(
S−1
e (Au)

) )
u∈V

, (4.1.2)

for all Borel sets (Au)u∈V ⊂ (Rn)u∈V , and where suppµu = Fu for each u ∈ V .
The work of this chapter is in an area of fractal geometry know as multifractal

analysis. A single measure µ may give rise to a whole range of fractals, each fractal
determined by its points having the same local intensity of the measure. Such
measures have become known as multifractal measures and are an important area
of research in fractal geometry, see [Fal03] for more information. Our main object of
study is the multifractal q box-dimension, also called the packing Lq-spectrum, as
defined in Equation (4.2.2). It is a (multifractal) measure-theoretic generalisation of
the box-counting dimension, and indeed for the specific case with q = 0 in Equation
(4.2.2), that is what it is.

In Theorem 4.3.1 we obtain an explicit calculable value for the power law be-
haviour as r → 0+, of the qth packing moment of µu, for the non-lattice case, with
a corresponding limit for the lattice case. We do this

(i) for any q ∈ R if the strong separation condition holds,

(ii) for q > 0 if the weaker open set condition holds, where we also assume that the
non-negative matrix B(q, γ, l), as defined in Subsection 4.2.6, is irreducible.

115
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In the non-lattice case this enables the rate of convergence of the packing Lq-
spectrum to be determined. This extends a result in [Ols02b] from standard (1-
vertex) IFSs to general directed graph IFSs. The method of proof is an application
of the Renewal Theorem for a system of renewal equations, as stated by Crump
[Cru70], and is similar to the method used by Lalley [Lal88] and Olsen [Ols02b]. As
is the case in both of those papers the hard work is in the OSC situation of (ii), see
Section 4.7, where we need to prove that a function is directly Riemann integrable
in order to apply the Renewal Theorem.

We also show in Theorem 4.3.2, for the situation in (ii) but allowing q ∈ R, that
the upper multifractal q box-dimension with respect to µu of the set consisting of
all the intersections of the components of Fu is strictly less than the multifractal
q Hausdorff dimension with respect to µu of Fu. This extends a result in [Ols02a]
from standard (1-vertex) IFSs to general directed graph IFSs with probabilities.

4.2 Definitions and notation

In this section we give the definitions and notation that are not covered in Section
1.2 and that are needed for the work that follows.

4.2.1 Directly Riemann integrable functions

Let z(t) be a function, z : [0,∞) → R. For a fixed h > 0, let mn and Mn de-
note the minimum and maximum respectively of z(t), in the interval [(n− 1)h, nh].
The function z(t) is directly Riemann integrable whenever the sums h

∑∞
n=1 mn

and h
∑∞

n=1Mn converge absolutely to the same limit I as h → 0+, in which case
I =

∫
z(t)dt, see [Fel66].

The following sufficient condition for direct Riemann integrability is used in
Olsen [Ols02b] and Lalley [Lal88].

If z(t) is Riemann integrable on all compact subintervals of [0,∞) and there exist
c1, c2 > 0 such that

|z(t)| 6 c1e
−c2t (4.2.1)

for all t ∈ [0,∞), then z(t) is directly Riemann integrable, see [Ols02b].

4.2.2 The qth packing moment and the packing Lq-spectrum

Let A ⊂ Rn be a bounded subset of Rn. For r > 0, a subset D ⊂ A is an r-separated
subset of A if |x− y| > 2r for all x, y ∈ D with x 6= y. This means that

B(x, r) ∩B(y, r) = ∅

for all x, y ∈ D with x 6= y.
For u ∈ V, q ∈ R, r > 0, and A ⊂ Fu, we define the qth packing moment of µu

on A at scale r as

M q
u(A, r) = sup

{∑
x∈D

µu(B(x, r))q : D is an r-separated subset of A

}
.
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The packing Lq-spectrum on A ⊂ Fu of µu, is defined by the following limit, if it
exists,

lim
r→0+

ln(M q
u(A, r))

− ln r
.

4.2.3 Multifractal dimensions

The definitions in this subsection are taken from [Ols02a], they are only used in the
statement of Theorem 4.3.2 and its proof in Section 4.8.

The lower and upper multifractal q box-dimension of a set A ⊂ Fu with respect
to µu are defined as

dimq
µu,B

A = lim
δ→0+

inf
0<r<δ

lnM q
u(A, r)

− ln r
,

dim
q

µu,BA = lim
δ→0+

sup
0<r<δ

lnM q
u(A, r)

− ln r
,

respectively. When these limits are equal the multifractal q box-dimension of a set
A ⊂ Fu with respect to µu is given by

dimq
µu,B

A = lim
r→0+

ln(M q
u(A, r))

− ln r
. (4.2.2)

dimq
µu,B

A is also known as the packing Lq-spectrum on A ⊂ Fu of µu, as defined in
Subsection 4.2.2.

We now define the multifractal q Hausdorff dimension of Fu with respect to µu
of a set A ⊂ Fu, for which we use the notation dimq

µu,H
A. Let A ⊂ Fu ⊂ Rn and

δ > 0. A countable family of closed balls {B(xi, ri)} in Rn is a centred δ-covering
of A, if A ⊂

⋃∞
i=1B(xi, ri) and xi ∈ A, 0 < ri < δ, for all i ∈ N.

For q, t ∈ R,

Ĥq,t
µu,δ

(A) = inf
{ ∞∑

i=1

µu(B(xi, ri))
q(2ri)

t :

{B(xi, ri)} is a centred δ-covering of A
}
, A 6= ∅,

Ĥq,t
µu,δ

(∅) = 0,

Ĥq,t
µu(A) = sup

δ>0
Ĥq,t
µu,δ

(A),

Hq,t
µu(A) = sup

B⊂A
Ĥq,t
µu(B).

Hq,t
µu(A) is a Borel measure and dimq

µu,H
A ∈ [−∞,+∞] is the unique number for

which

Hq,t
µu(A) =

{
+∞ if t < dimq

µu,H
(A),

0 if dimq
µu,H

(A) < t.
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4.2.4 A lattice matrix of measures

Let M+(R) denote the space of all positive Borel measures on R and let

µµµ =

 µ11 · · · µ1m
...

...
µm1 · · · µmm


be an m×m matrix of measures with µij ∈M+(R) for all i, j.

In this subsection we use the notation 〈A〉group,+ for the additive commutative
group generated by the elements of a set A ⊂ R.

A measure ν is arithmetic with span κ > 0 if and only if suppν ⊂ κZ, where κ is
the largest such number. This means that 〈suppν〉group,+ = κZ.

ν is a lattice measure with span κ > 0 if and only if there exist real numbers
c, and κ > 0, such that suppν ⊂ c + κZ, where κ is taken to be the largest such
number.

Following Definition 3.1 in Crump’s paper, [Cru70], we say that the matrix µµµ is
a lattice matrix if and only if the following conditions are met:

(a) Each µii is arithmetic with span λii > 0. That is 〈suppµii〉group,+ = λiiZ.

(b) Each µij, i 6= j, is a lattice measure with span λij > 0. That is there exist real
numbers bij and λij > 0 such that suppµij ⊂ bij + λijZ where λij is taken to
be the largest such number.

(c) Each λij is an integer multiple of some number, the largest such number we
shall call λ. That is 〈{λij : 1 6 i, j 6 m}〉group,+ = λZ.

(d) If aij ∈ suppµij, ajk ∈ suppµjk and aik ∈ suppµik then aij + ajk = aik + nλ, for
some n ∈ Z (where n may depend on i, j and k). That is for all i, j, k we have
suppµij + suppµjk − suppµik ⊂ λZ.

The unique number λ is called the span of µµµ.

Associated with the directed graph IFS with probabilities is a square m × m
matrix of finite measures P = (Puv), where m = #V is the number of vertices in
the graph, and the uvth entry Puv ∈M+(R) is defined as

Puv =
∑
e∈E1

uv

pqer
β(q)
e δln(1/re)

Here δln(1/re) is the Dirac measure defined, for x ∈ R, as

δx(B) =

{
1 if x ∈ B,

0 if x /∈ B,

for all Borel sets B ⊂ R. We define the function β : R→ R in the next section.
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4.2.5 The matrix A(q, β)

Corresponding to the matrix of measures P, defined above, is the m×m non-negative
matrix, A(q, β) = (Auv), where m = #V is the number of vertices in the graph,
whose entries are given by evaluating each measure Puv over R as follows:

Auv(q, β) = Puv(R) =
∑
e∈E1

uv

pqer
β(q)
e .

We will use the notation P(R) = A(q, β). Because the directed graph is strongly-
connected, the non-negative matrix A(q, β) will be irreducible for q, β(q) ∈ R. The
spectral radius of A(q, β) is given by ρ(A(q, β)) where

ρ(A(q, β)) = max {|λ| : λ is an eigenvalue of A(q, β)} .

See Subsection 1.2.9, which describes the particular situation with q = 0, for the
matrix A(t), where t = β(0). It can be shown, using the Perron-Frobenius Theorem,
see [EM92], that for a given q ∈ R there exists a unique value of β(q) such that
ρ(A(q, β)) = 1, and this defines the function, β : R→ R, implicitly as a function of
q. We require ρ(A(q, β)) = 1 in the application of the Renewal Theorem as given
in [Cru70].

We will use the notation A(q, β, n) for the nth power of the matrix A(q, β), so

A(q, β, n) = (A(q, β))n ,

where the uvth entry is

Auv(q, β, n) =
∑

e∈Enuv

pqer
β(q)
e .

4.2.6 The matrix B(q, γ, l)

In this subsection, as in Subsections 4.2.4 and 4.2.5, m = #V is the number of
vertices in the graph. Because the OSC holds, by Theorem 1.2.1 of Subsection
1.2.10, we may take (Uu)u∈V ⊂ (Rn)#V = (Rn)m to be a list of non-empty bounded
open sets which satisfy the SOSC. For each vertex u ∈ V , we may choose a point
xu ∈ Fu ∩ Uu and a radius ru > 0 such that B(xu, ru) ⊂ Uu, where B(xu, ru) is the
closed ball of centre xu and radius ru. The map φu : EN

u → Fu given in Lemma
1.3.5, of Chapter 1 is surjective so there exists an infinite path eu ∈ EN

u with

{xu} =
∞⋂
k=1

Seu|k(Ft(eu|k))

Now
(
Seu|k(Ft(eu|k))

)
is a decreasing sequence of non-empty compact sets whose

diameters tend to zero as k tends to infinity and so there exists N(u) ∈ N such that∣∣Seu|n(Ft(eu|n))
∣∣ < ru

for all n > N(u). Let rmin = min {ru : u ∈ V } and let Nmax = max {N(u) : u ∈ V }.
Let l > Nmax be chosen and for each u ∈ V let lu = eu|l then it follows that
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Slu(Ft(lu)) ⊂ Uu. This means that we can always create a family of paths (lu)u∈V ,
all of the same length l = |lu|, where l ∈ N may be chosen as large as we like, such
that

Slu(Ft(lu)) ⊂ Uu, (4.2.3)

for each u ∈ V . We now define a m × m matrix of non-negative real numbers,
B(q, γ, l), whose uvth entry is given by

Buv(q, γ, l) =
∑

e∈Eluv
e6=lu

pqer
γ(q)
e . (4.2.4)

We always assume that the non-negative matrix B(q, γ, l) is irreducible, see Subsec-
tion 4.3.1. It can be shown that for a given q ∈ R there exists a unique value of
γ(q) such that the spectral radius ρ(B(q, γ, l)) = 1, and this defines the function,
γ : R→ R, implicitly as a function of q. A proof can be constructed along the lines
of that given for β(q) and A(q, β) in [EM92], using the Perron-Frobenius Theorem.

Also the Perron-Frobenius Theorem, see [Sen73], ensures the existence of a
strictly positive right eigenvector b for the matrix B(q, γ, l) with eigenvalue 1, so
that

B(q, γ, l)b = b. (4.2.5)

4.3 Two theorems

Theorem 4.3.1. Let
(
V,E∗, i, t, r, p, ((Rn, | |))v∈V , (Se)e∈E1

)
be a directed graph

IFS with probabilities, and suppose that either

(i) q ∈ R and the SSC holds,

or (ii) q > 0, the OSC holds, and the non-negative matrix B(q, γ, l), as defined
in Subsection 4.2.6, is irreducible with ρ(B(q, γ, l)) = 1.

Let P be the matrix of measures, as defined in Subsection 4.2.4, let A(q, β)
be the corresponding non-negative real matrix, as defined in Subsection 4.2.5, with
ρ(A(q, β)) = 1, and let u ∈ V .

(a) If P is a lattice matrix with span λ > 0, there exists a periodic positive function,
fu : R→ R+, which has period λ, (that is fu(t) = fu(t + nλ) for any n ∈ Z),
such that

lim
n→+∞

M q
u(Fu, e

−(t+nλ))

e−(t+nλ)(−β(q))
= fu(t),

for each t > max {ln(r−1
e ) : e ∈ E1}.

It follows that

lim
n→+∞

ln(M q
u(Fu, e

−(t+nλ)))

(t+ nλ)
= β(q),

for each t > max {ln(r−1
e ) : e ∈ E1}, and the rate of convergence, as n→ +∞,

is
ln(M q

u(Fu, e
−(t+nλ)))

(t+ nλ)
= β(q) +O

(
1

n

)
.
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(b) If P is not a lattice matrix, there exists a constant Cu > 0, such that

lim
r→0+

M q
u(Fu, r)

r−β(q)
= Cu.

It follows that the packing Lq-spectrum on Fu of µu is given by

lim
r→0+

ln(M q
u(Fu, r))

− ln r
= β(q),

and the rate of convergence, as r → 0+, is

ln(M q
u(Fu, r))

− ln r
= β(q) +O

(
1

− ln r

)
.

Theorem 4.3.2. Let
(
V,E∗, i, t, r, p, ((Rn, | |))v∈V , (Se)e∈E1

)
be a directed graph

IFS with probabilities, suppose that the OSC holds, and the non-negative matrix
B(q, γ, l), as defined in Subsection 4.2.6, is irreducible.

Then, for q ∈ R,

dim
q

µu,B

( ⋃
e∈E1

u

⋃
f∈E1

u
f 6=e

(
Se(Ft(e)) ∩ Sf (Ft(f))

) )
< dimq

µu,H
Fu.

4.3.1 The irreducibility of the matrix B(q, γ, l)

In the statements of Theorem 4.3.1 and Theorem 4.3.2 it is assumed that the matrix
B(q, γ, l) is irreducible. As this is a genuine assumption it would need to be verified
on a case by case basis. This is an area which it would be interesting to investigate
further but for now we make do with a few facts about matrices that may be helpful
in any specific cases.

From [Min88], if C is a non-negative, irreducible matrix, with index of primitivity
h, where

h = # {λ : λ is an eigenvalue of C with |λ| = ρ(C)} ,
then

Ck is irreducible if and only if (k, h) = 1.

A matrix is primitive if h = 1 and so if A(q, β, 1) is primitive then A(q, β, k) is
irreducible for all k ∈ N.

We also note that if A(q, β, 1) has at least one positive diagonal element then it
is primitive.

As noted in Subsection 4.2.6 the length l of the paths (lv)v∈V , in Equation (4.2.3)
can be chosen to be as large as we like, which means we can always ensure that
(l, h) = 1 so that A(q, β, l) is irreducible. The matrix B(q, γ, l) is very closely related
to A(q, β, l) so this may be of help in determining the irreducibility of B(q, γ, l).

Finally we note that our definition of a directed graph IFS given in Subsection
1.2.8 assumes that each vertex in the directed graph has at least two edges leaving
it.



122 An application of the Renewal Theorem

4.4 The Renewal Theorem

Before stating the Renewal Theorem for a system of renewal equations, we give the
standard version from [Fel66], which is the theorem used by Lalley in [Lal88], and
which applies to a single renewal equation. A single renewal equation is obtained
by putting m = 1 in Equations (4.4.4) below, which gives,

M(t) =

∫ t

0

M(t− u)dF (u) + z(t). (4.4.1)

where z(t) is bounded on every finite interval and vanishes for t < 0 and F is a finite
Borel probability measure, which Feller calls a distribution, concentrated on [0,∞]
and with F ((−∞, 0]) = 0. As in Subsection 4.2.4, F is arithmetic with span λ > 0
if suppF ⊂ λZ where λ is the largest such number. Let

µ =

∫ ∞
0

ydF (y)

where µ 6∞. When µ =∞ Feller interprets µ−1 as 0.
The following theorem is given in [Fel66], Theorem 2, Chapter 11.

Theorem 4.4.1. Let M(t) be as in Equation (4.4.1), and suppose z(t) is directly
Riemann integrable.

(a) If F is arithmetic with span λ then

M(t+ nλ) → λ

µ

∞∑
l=−∞

z(t+ λl) (4.4.2)

as n→∞.

(b) If F is not arithmetic then

M(t) → 1

µ

∫ ∞
0

z(u)du (4.4.3)

as t→∞.

In what follows we will be applying the Renewal Theorem (Theorem 4.4.2) for a
system of renewal-type equations as given in Crump’s paper [Cru70]. A system of
renewal equations is of the form

Mi(t) =

∫ t

0

m∑
j=1

Mj(t− u)dFij(u) + zi(t), i = 1, 2 · · · ,m (4.4.4)

where each zi(t) is bounded on every finite interval and vanishes for t < 0 and
each Fij is a finite Borel measure with Fij((−∞, 0)) = 0. If we let F = (Fij),
ZT(t) = (z1(t), · · · , zm(t)) and MT(t) = (M1(t), · · · ,Mm(t)) we can put Equation
(4.4.4) in the compact form

M(t) = F ∗ M(t) + Z(t) (4.4.5)
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where ∗ behaves in exactly the same way as matrix multiplication except we convolve
elements instead of multiplying them so that

(Fij ∗Mj)(t) =

∫ t

0

Mj(t− u)dFij(u).

We use the notation F(B) to mean the matrix of real numbers (Fij(B)) where B ⊂ R
is a Borel set. There are three conditions given by Crump that need to be satisfied:

(i) The largest eigenvalue of the matrix F((−∞, 0]) is less than 1.

(ii) The matrix F(R) has all non-negative entries.

(iii) For at least one pair i, j, the finite measure Fij is not concentrated at the
origin.

We follow Crump’s notation putting Gij(α) =
∫
e−αudFij(u), and G(α) =

(Gij(α)). The determinant of I−G(α) is denoted by ∆(α), where I is the m×m iden-
tity matrix and (cij(α)) is the adjoint matrix of I−G(α). We put αij = cij(0)/∆′(0)
whenever

∫
(Fij(∞)− Fij(t))dt <∞ for each i and j, (here ∆′ is the derivative). If

at least one of these integrals is infinite we put αij = 0 for each i and j. In theory
the values of αij can be calculated for a particular system which means the limits
in the Renewal Theorem, Theorem 4.4.2 below, can be determined explicitly.

The statement of the Renewal Theorem that follows, which is the one we shall
be using, is given in [Cru70], Theorem 3.1 (ii).

Theorem 4.4.2 (The Renewal Theorem). Suppose the spectral radius ρ(F(R)) = 1.
Let the vector M(t) be as in (4.4.5) and suppose each zi(t) in Z(t) is directly Riemann
integrable.

(a) If F is a lattice matrix then for each i

Mi(t+ nλ)→
m∑
j=1

λαij

∞∑
l=−∞

zj(t+ λl)

as n→∞.

(b) If F is not a lattice matrix then for each i

Mi(t)→
m∑
j=1

αij

∫ ∞
0

zj(u)du

as t→∞.

4.5 A system of renewal equations

In this section we derive a system of renewal equations of the form given in (4.4.5).
Consider any q ∈ R to be fixed. For each vertex u ∈ V , let Lu : (0,∞)→ R be the
error function defined, for r > 0, by

Lu(r) = M q
u(Fu, r)−

∑
e∈E1

u

pqeM
q
t(e)(Ft(e), r

−1
e r). (4.5.1)
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Let P = (Puv) be the m×m matrix of finite measures as defined in Subsection 4.2.4
and let A(q, β) = (Auv) be the m×m matrix of real numbers as defined in Section
4.2.5, where m = #V .

For each u ∈ V , let Hu : [0,∞)→ [0,∞), be the function defined by

Hu(t) = e−tβ(q)M q
u(Fu, e

−t),

and let hu : [0,∞)→ [0,∞), be the function defined by

hu(t) = e−tβ(q)Lu(e
−t), (4.5.2)

which means, by Equation (4.5.1), that for t > 0,

hu(t) = e−tβ(q)

(
M q

u(Fu, e
−t)−

∑
e∈E1

u

pqeM
q
t(e)(Ft(e), r

−1
e e−t)

)
. (4.5.3)

We note that
Hu(t− ln (r−1

e )) = (r−1
e e−t)β(q)M q

u(Fu, r
−1
e e−t). (4.5.4)

For each u ∈ V ,

Hu(t) = e−tβ(q)M q
u(Fu, e

−t)

= e−tβ(q)

( ∑
e∈E1

u

pqeM
q
t(e)(Ft(e), r

−1
e e−t) + Lu(e

−t)

)
(by (4.5.1))

=
∑
e∈E1

u

pqer
β(q)
e (r−1

e e−t)β(q)M q
t(e)(Ft(e), e

−tr−1
e ) + hu(t) (by (4.5.2))

=
∑
e∈E1

u

pqer
β(q)
e Ht(e)(t− ln (r−1

e )) + hu(t) (by (4.5.4))

=
∑
v∈V

( ∑
e∈E1

uv

pqer
β(q)
e Hv(t− ln (r−1

e ))

)
+ hu(t)

=
∑
v∈V

( ∫ t

0

Hv(t− x)dPuv(x)

)
+ hu(t)

=

∫ t

0

∑
v∈V

Hv(t− x)dPuv(x) + hu(t),

for large enough t > max {ln(r−1
e ) : e ∈ E1}. The penultimate equality follows from

the definition of the finite measure Puv in Subsection 4.2.4.
We now have a system of renewal equations (see Equation (4.4.4) in Section 4.4),

where for each u ∈ V

Hu(t) =

∫ t

0

∑
v∈V

Hv(t− x)dPuv(x) + hu(t). (4.5.5)

In compact form, (see Equation (4.4.5) in Section 2.2),

H(t) = P ∗ H(t) + h(t).
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It is clear that Crump’s conditions (i) and (ii) of Section 4.4 are satisfied by the
matrices P(−∞, 0]) and P(R) respectively and that (iii) also holds. Also if A(q, β)
is the matrix of Subsection 4.2.5, then ρ(P(R)) = ρ(A(q, β)) = 1.

If we assume for the moment that the functions (hu)u∈V are directly Riemann
integrable then we may apply the Renewal Theorem, Theorem 4.4.2, to obtain the
following.

By Theorem 4.4.2(a), if P is a lattice matrix with span λ > 0, then

lim
n→+∞

Hu(t+ nλ) = lim
n→+∞

M q
u(Fu, e

−(t+nλ))

e−(t+nλ)(−β(q))
=
∑
v∈V

λαuv

∞∑
l=−∞

hv(t+ λl) = fu(t),

for each t > max {ln(r−1
e ) : e ∈ E1}. Here hv(t) = 0 for t < 0, for each v ∈ V , and

fu : R → R+ is a positive periodic function with fu(t) = fu(t + nλ) for any n ∈ Z.
Taking logarithms of both sides of this equation gives

lim
n→+∞

ln(M q
u(Fu, e

−(t+nλ)))

t+ nλ
= β(q).

For the rate of convergence of the last limit, it is convenient to define a function
g : N→ R+, by

g(n) =
M q

u(Fu, e
−(t+nλ))

fu(t)e−(t+nλ)(−β(q))
,

where t > max {ln(r−1
e ) : e ∈ E1} is considered as fixed, limn→+∞ g(n) = 1, and

fu(t) > 0. This gives∣∣∣∣ ln(M q
u(Fu, e

−(t+nλ)))

(t+ nλ)
− β(q)

∣∣∣∣ =

∣∣∣∣ ln(fu(t)e
−(t+nλ)(−β(q))g(n))

(t+ nλ)
− β(q)

∣∣∣∣
=

∣∣∣∣ ln(fu(t)g(n))

(t+ nλ)
+ β(q)− β(q)

∣∣∣∣
=

∣∣∣∣ ln(fu(t)g(n))

(t+ nλ)

∣∣∣∣
6
K

n
,

for large enough n, and some constant K > 0. Therefore

ln(M q
u(Fu, e

−(t+nλ)))

(t+ nλ)
= β(q) +O

(
1

n

)
,

as n→ +∞.
By Theorem 4.4.2(b), if P is not a lattice matrix then

lim
t→+∞

Hu(t) = lim
t→+∞

M q
u(Fu, e

−t)

e−t(−β(q))
= lim

r→0+

M q
u(Fu, r)

r−β(q)
=
∑
v∈V

αuv

∫ ∞
0

hv(x)dx = Cu.

The constant Cu is positive. Taking logarithms of both sides of this equation gives

lim
r→0+

ln(M q
u(Fu, r))

− ln r
= β(q).
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For the rate of convergence of this last limit, let g : (0,+∞)→ R+, be defined as

g(r) =
M q

u(Fu, r)

Cur−β(q)
,

where limr→0+ g(r) = 1. We now obtain∣∣∣∣ ln(M q
u(Fu, r))

− ln r
− β(q)

∣∣∣∣ =

∣∣∣∣ ln(Cur
−β(q)g(r))

− ln r
− β(q)

∣∣∣∣
=

∣∣∣∣ ln(Cug(r))

− ln r
+ β(q)− β(q)

∣∣∣∣
=

∣∣∣∣ ln(Cug(r))

− ln r

∣∣∣∣
6

K

− ln r
,

for small enough r, and some constant K > 0. Therefore

ln(M q
u(Fu, r))

− ln r
= β(q) +O

(
1

− ln r

)
,

as r → 0+.
This means that the proof of Theorem 4.3.1 will be complete once we have

shown that the functions (hu)u∈V , given by Equation (4.5.3), are directly Riemann
integrable in both of the following cases,

(i) q ∈ R and the SSC holds,

(ii) q > 0, the OSC holds, and the non-negative matrix B(q, γ, l), as defined in
Subsection 4.2.6, is irreducible with ρ(B(q, γ, l)) = 1.

We do this for (i) in Section 4.6 and for (ii) in Section 4.7.

4.6 Proof of Theorem 4.3.1 (i) - SSC

In this section we prove that the functions (hu)u∈V , as given in Equation (4.5.3), are
directly Riemann integrable for

(i) q ∈ R and the SSC holds.

The argument extends that given in Section 5 of [Ols02b] for a standard (1-
vertex) IFS with probabilities to a general directed graph IFS with probabilities.

Consider u ∈ V as fixed and let

δ =
1

2
min

{
dist(Se(Ft(e)), Sf (Ft(f))) : e, f ∈ E1

u, e 6= f
}
, (4.6.1)

see Subsection 1.2.1 for the definiton of the distance between two sets. By the
SSC, for e, f ∈ E1

u, e 6= f , Se(Ft(e)) ∩ Sf (Ft(f)) = ∅, and as Se(Ft(e)), Sf (Ft(f)) are
non-empty compact subsets of Fu, this implies δ > 0.

We will use D to indicate an r-separated subset of Fu and for each edge e ∈ E1
u

De indicates an r-separated subset of Se(Ft(e)) ⊂ Fu.
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Lemma 4.6.1. Let q ∈ R, let u ∈ V be fixed and let r ∈ (0, δ). Then

(a)

M q
u(Fu, r) =

∑
e∈E1

u

M q
u(Se(Ft(e)), r).

(b) For each e ∈ E1
u,

M q
u(Se(Ft(e)), r) = pqeM

q
t(e)(Ft(e), r

−1
e r).

(c)

M q
u(Fu, r) =

∑
e∈E1

u

pqeM
q
t(e)(Ft(e), r

−1
e r).

Proof. Part (c) follows immediately from parts (a) and (b).
(a) Let D be an r-separated subset of Fu, then by Equation (4.1.1),

D =
⋃
e∈E1

u

(D ∩ Se(Ft(e))) =
⋃
e∈E1

u

De,

where the union is disjoint by the SSC and each De = D∩Se(Ft(e)) is an r-separated
subset of Se(Ft(e)).

For each e ∈ E1
u let D′e be an r-separated subset of Se(Ft(e)). Then for e, f ∈ E1

u,
e 6= f , it follows by the SSC and the definition of δ, that for 0 < r < δ,⋃

x∈D′e

B(x, r)
⋂ ⋃

y∈D′f

B(y, r) = ∅.

This means that
D′ =

⋃
e∈E1

u

D′e,

will be an r-separated subset of Fu, where the union is disjoint.
From these observations we obtain∑

x∈D

µu(B(x, r))q =
∑
e∈E1

u

( ∑
x∈De

µu(B(x, r))q
)

6
∑
e∈E1

u

M q
u(Se(Ft(e)), r),

and

M q
u(Fu, r) >

∑
x∈D′

µu(B(x, r))q =
∑
e∈E1

u

( ∑
x∈D′e

µu(B(x, r))q
)
.

Taking the supremum over all r-separated subset D in the first inequality, and all
r-separated subsets D′e in the second inequality, gives the required result.

(b) Let De be an r-separated subset of Se(Ft(e)) for e ∈ E1
u. As Se is a similarity

with contracting similarity ratio re so S−1
e is a similarity with an expanding similarity

ratio of r−1
e and for any x ∈ De,

S−1
e (B(x, r)) = B(S−1

e (x), r−1
e r). (4.6.2)
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As suppµt(f) = Ft(f), 0 < r < δ, and the SSC is satisfied, it is clear that for all
f ∈ E1

u with f 6= e,

µt(f)(S
−1
f (B(x, r))) = 0, for all x ∈ De. (4.6.3)

This means that∑
x∈De

µu(B(x, r))q =
∑
x∈De

( ∑
f∈E1

u

pfµt(f)

(
S−1
f (B(x, r))

) )q
(by Equation (4.1.2))

=
∑
x∈De

(
peµt(e)

(
S−1
e (B(x, r))

))q
(by (4.6.3))

= pqe
∑
x∈De

µt(e)
(
B(S−1

e (x), r−1
e r)

)q
(by (4.6.2))

= pqe
∑

x∈S−1
e (De)

µt(e)
(
B(x, r−1

e r)
)q
,

that is ∑
x∈De

µu(B(x, r))q = pqe
∑

x∈S−1
e (De)

µt(e)
(
B(x, r−1

e r)
)q
. (4.6.4)

From Equation (4.6.2) S−1
e (De) is an r−1

e r-separated subset of Ft(e), so that∑
x∈De

µu(B(x, r))q = pqe
∑

x∈S−1
e (De)

µt(e)
(
B(x, r−1

e r)
)q

6 pqeM
q
t(e)(Ft(e), r

−1
e r).

Similarly if D is any r−1
e r-separated subset of Ft(e) then De = Se(D) will be an

r-separated subset of Se(Ft(e)), so that

M q
u(Se(Ft(e)), r) >

∑
x∈De

µu(B(x, r))q = pqe
∑
x∈D

µt(e)
(
B(x, r−1

e r)
)q
,

where the last equality is obtained by putting De = Se(D) in Equation (4.6.4). Tak-
ing the supremum over any r-separated subset De of Se(Ft(e)) in the first inequality,
and over any r−1

e r-separated subset D of Ft(e) in the second inequality completes
the proof.

As defined in Equations (4.5.2) and (4.5.3), the function hu is given by

hu(t) = e−tβ(q)Lu(e
−t) = e−tβ(q)

(
M q

u(Fu, e
−t)−

∑
e∈E1

u

pqeM
q
t(e)(Ft(e), r

−1
e e−t)

)
.

Without loss of generality we now assume δ < 1.

(a) hu(t) is Riemann integrable on any compact interval [a, b] ⊂ [0,+∞).
For q > 0 the function M q

u(Fu, z), considered as a function of z, is increasing and
for q 6 0 it is decreasing, on any compact interval [c, d] ⊂ (0, 1]. So M q

u(Fu, e
−t)

and M q
v (Fv, e

−tr−1
e ), as functions of t, are also monotone and therefore Riemann

integrable on any compact interval [a, b] ⊂ [0,+∞). This means Lu(e
−t) and hence

hu(t) are Riemann integrable on any compact interval [a, b] ⊂ [0,+∞).
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(b) hu(t) is bounded for t ∈ [0,− ln δ].
If t ∈ [0,− ln δ] then e−t ∈ [δ, 1], and it follows from the definition of the qth

packing moment, see Subsection 4.2.2, that M q
u(Fu, e

−t) is bounded on the interval
[0,− ln δ] and so is M q

t(e)(Ft(e), r
−1
e e−t), for each e ∈ E1

u. Hence hu(t) is bounded on

the interval [0,− ln δ].

(c) hu(t) = 0 for t ∈ (− ln δ,+∞).
For t ∈ (− ln δ,+∞), that is for e−t ∈ (0, δ), Lemma 4.6.1(c) implies that,

Lu(e
−t) = M q

u(Fu, e
−t)−

∑
e∈E1

u

pqeM
q
t(e)(Ft(e), r

−1
e e−t) = 0,

see Equation (4.5.1). This proves hu(t) = 0 for t ∈ (− ln δ,+∞).

From statements (b) and (c) it is clear that we can always find positive constants
c1 and c2, so that Equation (4.2.1) of Subsection 4.2.1 is true. Taken together with
statement (a), this is enough to prove that hu(t) is directly Riemann integrable.

4.7 Proof of Theorem 4.3.1 (ii) - OSC

The argument given in this section extends that given in Section 2 of [Ols02b], for
a standard (1-vertex) IFS with probabilities, to a general directed graph IFS with
probabilities.

We prove that the functions (hu)u∈V , as given in Equation (4.5.3), are directly
Riemann integrable for

(ii) q > 0, the OSC holds, and the non-negative matrix B(q, γ, l), as defined in
Subsection 4.2.6, is irreducible with ρ(B(q, γ, l)) = 1.

For the OSC, statement (c) of Section 4.6 may not be true, that is it may not be
the case that hu(t) = 0 for t ∈ (− ln δ,+∞). Indeed we may have a situation where
Se(Ft(e))∩Sf (Ft(f)) 6= ∅ for e, f ∈ E1

u, f 6= e, so that δ = 0, where δ is the minimum
distance betweeen components as defined in Equation (4.6.1). Instead to show hu(t)
is directly Riemann integrable we will show, that for some small δ, 0 < δ < 1,

(a) hu(t) is Riemann integrable on any compact interval [a, b] ⊂ [0,+∞).
(b) hu(t) is bounded for t ∈ [0,− ln δ].
(c′) There exist positive constants d1 and d2 such that |hu(t)| 6 d1e

−d2t, for
t ∈ (− ln δ,+∞).

Statements (a) and (b) hold by exactly the same arguments as those given in
Section 4.6. Statements (b) and (c′) imply that there exist positive constants c1 and
c2, so that Equation (4.2.1) of Subsection 4.2.1 is true. It is clear then that to show
hu(t) is directly Riemann integrable we need only to prove statement (c′) which we
do in two parts.

The first part is to show, see Lemma 4.7.5, that for any δ, 0 < δ < 1, for
t ∈ (− ln δ,+∞),

|hu(t)| 6 e−tβ(q)
∑
e∈E1

u

( ∑
f∈E1

u
f 6=e

Qq
e,f (e

−t)

)
, (4.7.1)
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whereQq
e,f (r) is defined in Equation (4.7.8). In fact it is in the proof of this inequality

that we require q > 0, see the proof of Lemma 4.7.3(b) below.
The second part is to show, see Theorem 4.7.19, that for a suitable choice of δ,

0 < δ < 1, for r ∈ (0, δ),

Qq
e,f (r) 6 Ce,f (q)r

−γ(q), (4.7.2)

for some positive Ce,f (q). We are able to prove this inequality for q ∈ R and it is
this inequality that is used in the proof of Theorem 4.3.2, as given in Section 4.8.

Now as t ∈ (− ln δ,+∞) if and only if e−t ∈ (0, δ), inequalities (4.7.1) and (4.7.2)
combine to give

|hu(t)| 6 d1e
−t(β(q)−γ(q)),

for some positive constant d1 (which depends on q). As β(q) > γ(q) by Lemma 4.7.1
below, putting d2 = β(q)− γ(q) > 0 completes the proof of statement (c′).

It remains then to prove inequalities (4.7.1) and (4.7.2), which we do in Lemma
4.7.5 and Theorem 4.7.19. We have broken the proofs of these two results down into
a sequence of small steps in the form of a sequence of lemmas that now follow.

Lemma 4.7.1. Let
(
V,E∗, i, t, r, p, ((Rn, | |))v∈V , (Se)e∈E1

)
be a directed graph IFS

with probabilities which satisfies the OSC. Suppose that the non-negative matrix
B(q, γ, l), as defined in Subsection 4.2.6, is irreducible. Let q ∈ R and let β(q),γ(q) ∈
R be the unique numbers for which ρ(A(q, β)) = ρ(B(q, γ, l)) = 1, as described in
Subsections 4.2.5 and 4.2.6.

Then

γ(q) < β(q).

Proof. We can replace β(q) by γ(q) in the definition of A(q, β, l), so that the uvth
entry of the matrix A(q, γ, l) is

Auv(q, γ, l) =
∑

e∈Eluv

pqer
γ
e .

Along each row u of the matrices B(q, γ, l) and A(q, γ, l)

Buv(q, γ, l) =
∑

e∈Eluv
e6=lu

pqer
γ
e =

∑
e∈Eluv

pqer
γ
e = Auv(q, γ, l),

except at the single entry with v = t(lu) where there is a strict inequality

But(lu)(q, γ, l) =
∑

e∈El
ut(lu)

e6=lu

pqer
γ
e <

∑
e∈El

ut(lu)

pqer
γ
e = Aut(lu)(q, γ, l).

It follows that

B(q, γ, l) 6= A(q, γ, l). (4.7.3)

and

B(q, γ, l) 6 A(q, γ, l). (4.7.4)
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Let Mm denote the set of real m×m matrices. For M ∈Mm, ρ(M) is the spectral
radius of M as defined in Equation (1.2.4). The spectral radius formula states that

ρ(M) = lim
k→∞

∥∥Mk
∥∥ 1
k , (4.7.5)

see [Sen73] or [Mad88]. All norms are equivalent on finite dimensional spaces so it
doesn’t matter which norm we use, but for our purposes it is convenient to give a
specific norm, defined for a matrix M ∈Mm, with ijth entry Mij ∈ R, by

‖M‖ = max

{ m∑
j=1

|Mij| : 1 6 i 6 m

}
. (4.7.6)

We now prove statements (a), (b), and (c) that follow.

(a) For non-negative matrices C,D, if C 6 D then ρ(C) 6 ρ(D).
Since 0 6 C 6 D, it follows that 0 6 Cn 6 Dn, for any n ∈ N, and from

the specific definition of the norm in (4.7.6) this means that 0 6 ‖Cn‖ 6 ‖Dn‖.
Equation (4.7.5) now implies ρ(C) 6 ρ(D).

(b) For k ∈ N and a non-negative matrix C, ρ(Ck) = ρ(C)k.
Let n ∈ N. If λ is an eigenvalue of C then λn is an eigenvalue of Cn. It follows

from the definition of the spectral radius in Equation (1.2.4) that ρ(Cn) > ρ(C)n.
The norm defined in Equation (4.7.6) is submultiplicative, see [Mad88], so ‖Cn‖ 6

‖C‖n. It follows that
∥∥(Cn)k

∥∥ 1
k 6 (

∥∥Ck
∥∥ 1
k )n for any k ∈ N and Equation 4.7.5

implies ρ(Cn) 6 ρ(C)n.

(c) For non-negative matrices C,D ∈ Mm, if ρ(C) = ρ(D) = 1, and C 6 D,
then C = D.

By the Perron-Frobenius Theorem, C has a unique (up to scaling) positive eigen-
vector c, with eigenvalue ρ(C) = 1, see Subsection 1.2.9. It follows that

0 6 (D−C)c = Dc− c, (4.7.7)

which means
c 6 Dc.

Applying Lemma 3.2.1 of Chapter 3, gives c = Dc, and so by Equation (4.7.7),

(D−C)c = Dc− c = 0,

and D = C.

Inequality (4.7.4), together with statements (a) and (b), means

1 = ρ(B(q, γ, l)) 6 ρ(A(q, γ, l)) = (ρ(A(q, γ, 1)))l,

and so ρ(A(q, γ, 1)) > 1. This implies that γ 6 β because ρ(A(q, γ, 1)) (strictly)
decreases as γ increases and ρ(A(q, β, 1)) = 1, (see [EM92], Section 3, for the
details). If γ = β then

1 = ρ(B(q, γ, l)) = ρ(A(q, γ, l)).

and so by statement (c),
B(q, γ, l)) = A(q, γ, l).

This contradicts Equation (4.7.3). Therefore γ < β.
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For a set A ⊂ Rn, A(r) is the closed r-neighbourhood of A, as defined in Sub-
section 1.2.5, so for an edge f ∈ E1

u, Sf (Ft(f))(r) is the closed r-neighbourhood of
Sf (Ft(f)). For edges e, f ∈ E1

u, f 6= e, we define Qq
e,f (r), for r > 0, as

Qq
e,f (r) = M q

u

(
Se(Ft(e)) ∩ Sf (Ft(f))(r), r

)
. (4.7.8)

From now on we consider the vertex u ∈ V to be fixed and we will use the following
notation in the preliminary Lemmas 4.7.2 and 4.7.3 that lead up to the important
Lemma 4.7.5.

As in Section 4.6, D indicates an r-separated subset of Fu and for each edge
e ∈ E1

u, we will use De to indicate an r-separated subset of Se(Ft(e)) ⊂ Fu.
Given an r-separated subset De, of Se(Ft(e)), for each f ∈ E1

u, with f 6= e, let

He,f = De ∩ Sf (Ft(f))(r), (4.7.9)

and
He =

⋃
f∈E1

u
f 6=e

He,f , (4.7.10)

where this union is not necessarily disjoint.
Let

Ge = De \
⋃
f∈E1

u
f 6=e

Sf (Ft(f))(r) = De \He, (4.7.11)

so that
De = Ge ∪He, (4.7.12)

and this union is disjoint.
Let

G =
⋃
e∈E1

u

Ge, (4.7.13)

then G is always an r-separated subset of Fu, and this union is disjoint.
Figure 4.7.1 illustrates these definitions, where points in R2 are represented as

basic grey shapes. The grey squares are points in Ge and He = He,f ∪He,g consists
of the three points represented by the grey triangle, diamond and circle, the union
is not disjoint here because the diamond belongs to both He,f and He,g. However it
is clear from the diagram that De = Ge ∪He is a disjoint union.

Lemma 4.7.2. Let q ∈ R and r > 0. Then

(a)

M q
u(Fu, r) 6

∑
e∈E1

u

M q
u(Se(Ft(e)), r).

(b) For each e ∈ E1
u,

M q
u(Se(Ft(e)), r) 6 pqeM

q
t(e)(Ft(e), r

−1
e r) +

∑
f∈E1

u
f 6=e

Qq
e,f (r).
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r

r

Ge

He ; g

De

He ;f

Sf F tf r 

SeF te

Sf F tf 

SgF t gr

SgF t g

Figure. 4.7.1: A representation in R2 of r-separated subsets De, Ge, He,f and He,g.

(c)

M q
u(Fu, r)−

∑
e∈E1

u

pqeM
q
t(e)(Ft(e), r

−1
e r) 6

∑
e∈E1

u

( ∑
f∈E1

u
f 6=e

Qq
e,f (r)

)
.

Proof. Part (c) is an immediate consequence of parts (a) and (b).
(a) Let D be an r-separated subset of Fu then, by Equation (4.1.1),

D =
⋃
e∈E1

u

(D ∩ Se(Ft(e))) =
⋃
e∈E1

u

De,

where this union is not necessarily disjoint and each De is an r-separated subset of
Se(Ft(e)). It follows that∑

x∈D

µu(B(x, r))q 6
∑
e∈E1

u

( ∑
x∈De

µu(B(x, r))q
)

6
∑
e∈E1

u

M q
u(Se(Ft(e)), r),

where the second inequality follows directly from the definition of M q
u(Se(Ft(e)), r).

Taking the supremum over all r-separated subsets D of Fu gives the required result,
which should be compared with Lemma 4.6.1(a).

(b) Let De be an r-separated subset of Se(Ft(e)), then from Equations (4.7.9),
(4.7.10), (4.7.11), (4.7.12), and (4.7.13), it follows that,∑

x∈De

µu(B(x, r))q
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=
∑
x∈Ge

µu(B(x, r))q +
∑
x∈He

µu(B(x, r))q

6
∑
x∈Ge

µu(B(x, r))q +
∑
f∈E1

u
f 6=e

( ∑
x∈He,f

µu(B(x, r))q
)

=
∑
x∈Ge

( ∑
f∈E1

u

pfµt(f)

(
S−1
f (B(x, r))

) )q
+
∑
f∈E1

u
f 6=e

( ∑
x∈He,f

µu(B(x, r))q
)

=
∑
x∈Ge

pqeµt(e)
(
S−1
e (B(x, r))

)q
+
∑
f∈E1

u
f 6=e

( ∑
x∈He,f

µu(B(x, r))q
)
.

Here we have the first inequality because the union may not be disjoint in Equa-
tion (4.7.10). We then apply Equation (4.1.2), and the last equality follows since
µt(f)(S

−1
f (B(x, r))) = 0 for f ∈ E1

u with f 6= e. Specifically, any point x ∈ Ge, is
at least a distance r from Sf (Ft(f)) for f 6= e, from the definition of Ge in Equation
(4.7.11). For such x, S−1

f (B(x, r)) ∩ Ft(f) = ∅, and as suppµt(f) = Ft(f), this implies

µt(f)(S
−1
f (B(x, r))) = 0.

We note that as He,f is an r-separated subset of Se(Ft(e)) ∩ Sf (Ft(f))(r),∑
x∈He,f

µu(B(x, r))q 6 Qq
e,f (r),

and as S−1
e (B(x, r)) = B(S−1

e (x), r−1
e r) we obtain∑

x∈De

µu(B(x, r))q 6 pqe
∑
x∈Ge

µt(e)
(
B(S−1

e (x), r−1
e r)

)q
+
∑
f∈E1

u
f 6=e

Qq
e,f (r)

= pqe
∑

x∈S−1
e (Ge)

µt(e)(B(x, r−1
e r))q +

∑
f∈E1

u
f 6=e

Qq
e,f (r)

6 pqeM
q
t(e)(Ft(e), r

−1
e r) +

∑
f∈E1

u
f 6=e

Qq
e,f (r),

where this last inequality holds since S−1
e (Ge) is an r−1

e r-separated subset of Ft(e).
As De is any r-separated subset of Se(Ft(e)), this proves part (b).

Lemma 4.7.3. Let r > 0.

(a) For q ∈ R,

−
∑
e∈E1

u

( ∑
f∈E1

u
f 6=e

Qq
e,f (r)

)
6 M q

u(Fu, r)−
∑
e∈E1

u

M q
u(Se(Ft(e)), r).

(b) For q > 0, and each e ∈ E1
u ,

M q
u(Se(Ft(e)), r) > pqeM

q
t(e)(Ft(e), r

−1
e r).
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(c) For q > 0,

−
∑
e∈E1

u

( ∑
f∈E1

u
f 6=e

Qq
e,f (r)

)
6 M q

u(Fu, r)−
∑
e∈E1

u

pqeM
q
t(e)(Ft(e), r

−1
e r).

Proof. Part (c) is an immediate consequence of parts (a) and (b).
(a) Let D be an r-separated subset of Fu and for each e ∈ E1

u, let

De = D ∩ Se(Ft(e)),

so that De is an r-separated subset of Se(Ft(e)). From Equations (4.7.9), (4.7.10),
(4.7.11), (4.7.12), and (4.7.13), it follows that,

M q
u(Fu, r) >

∑
x∈G

µu(B(x, r))q

=
∑
e∈E1

u

( ∑
x∈Ge

µu(B(x, r))q
)

=
∑
e∈E1

u

( ∑
x∈De\He

µu(B(x, r))q
)

=
∑
e∈E1

u

( ∑
x∈De

µu(B(x, r))q −
∑
x∈He

µu(B(x, r))q
)

>
∑
e∈E1

u

( ∑
x∈De

µu(B(x, r))q −
∑
f∈E1

u
f 6=e

( ∑
x∈He,f

µu(B(x, r))q
) )

,

where the last line is an inequality because the union in Equation (4.7.10) is not nec-
essarily disjoint. Finally it follows from the definition of Qq

e,f (r) and M q
u(Se(Ft(e)), r)

that

M q
u(Fu, r) >

∑
e∈E1

u

(
M q

u(Se(Ft(e)), r)−
∑
f∈E1

u
f 6=e

Qq
e,f (r)

)
,

which proves part (a).

(b) Let D be an r−1
e r-separated subset of Ft(e) and let De = Se(D) so that as

usual De is an r-separated subset of Se(Ft(e)).
From Equations (4.7.9), (4.7.10), (4.7.11), (4.7.12), (4.7.13), and using the same

arguments given in detail in the proof of Lemma 4.7.2(b), we obtain,

M q
u(Se(Ft(e)), r) >

∑
x∈De

µu(B(x, r))q

=
∑
x∈Ge

µu(B(x, r))q +
∑
x∈He

µu(B(x, r))q

=
∑
x∈Ge

( ∑
f∈E1

u

pfµt(f)

(
S−1
f (B(x, r))

) )q
+
∑
x∈He

µu(B(x, r))q
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=
∑
x∈Ge

pqeµt(e)(S
−1
e (B(x, r)))q +

∑
x∈He

µu(B(x, r))q.

By Equation (4.1.2), if q > 0, then the following inequality must hold,

µu(B(x, r))q =

( ∑
f∈E1

u

pfµt(f)

(
S−1
f (B(x, r))

) )q
> pqeµt(e)(S

−1
e (B(x, r)))q,

that is,

µu(B(x, r))q − pqeµt(e)(S−1
e (B(x, r)))q > 0. (4.7.14)

Using this inequality gives

M q
u(Se(Ft(e)), r)

>
∑

x∈Ge∪He

pqeµt(e)(S
−1
e (B(x, r)))q +

∑
x∈He

(
µu(B(x, r))q − pqeµt(e)(S−1

e (B(x, r)))q
)

>
∑

x∈Ge∪He

pqeµt(e)(S
−1
e (B(x, r)))q (by Inequality (4.7.14))

= pqe
∑
x∈De

µt(e)(S
−1
e (B(x, r)))q

= pqe
∑

x∈S−1
e (De)

µt(e)(B(x, r−1
e r))q

= pqe
∑
x∈D

µt(e)(B(x, r−1
e r))q.

As D is any r−1
e r-separated subset of Ft(e) this completes the proof of part (b).

Compare this with Lemma 4.6.1(b).

Lemma 4.7.4. Let q > 0 and r > 0, then∣∣∣∣M q
u(Fu, r)−

∑
e∈E1

u

pqeM
q
t(e)(Ft(e), r

−1
e r)

∣∣∣∣ 6 ∑
e∈E1

u

( ∑
f∈E1

u
f 6=e

Qq
e,f (r)

)
.

Proof. This is established by Lemma 4.7.2(c) and Lemma 4.7.3(c). It’s worth com-
paring this with Lemma 4.6.1(c).

Our next lemma proves Inequality (4.7.1).

Lemma 4.7.5. Let q > 0 and t ∈ [0,+∞), then for the functions (hu)u∈V , as
defined in Equation (4.5.3),

|hu(t)| 6 e−tβ(q)
∑
e∈E1

u

( ∑
f∈E1

u
f 6=e

Qq
e,f (e

−t)

)
.
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Proof. t ∈ [0,+∞) if and only if e−t ∈ (0, 1], so Equation (4.5.3) together with
Lemma 4.7.4 imply

|hu(t)| = e−tβ(q)

∣∣∣∣M q
u(Fu, e

−t)−
∑
e∈E1

u

pqeM
q
t(e)(Ft(e), r

−1
e e−t)

∣∣∣∣
6 e−tβ(q)

∑
e∈E1

u

( ∑
f∈E1

u
f 6=e

Qq
e,f (e

−t)

)
.

The remainder of this section is concerned with proving Inequality (4.7.2). We
need to find a bound on Qq

e,f (r) for r ∈ (0, δ), for some suitable small δ, 0 < δ < 1.
As usual He,f indicates an r-separated subset of Se(Ft(e)) ∩ Sf (Ft(f))(r), where the
edges e, f ∈ E1

u, are taken as fixed with e 6= f . We aim to find a bound for∑
x∈He,f µu(B(x, r))q and hence Qq

e,f (r). First we give some preliminary results that
will be needed.

In the proof of part (b) of the next lemma we will need the idea of a limit point.
Let A ⊂ X where (X, d) is a metric space and let x ∈ X, where x is not necessarily
in A. Then x is a limit point of A if and only if every open ball S(x, r), r > 0,
contains a point of A different from x, see [Mad88]. We use the notation A′ for the
set of limit points of A. Equivalently, x ∈ A′ if and only if S(x, r) ∩ (A \ {x}) 6= ∅,
for every r > 0. The closure of A can be written as A = A ∪ A′, see [Mad88].

Lemma 4.7.6. Let
(
V,E∗, i, t, r, ((Rn, | |))v∈V , (Se)e∈E1

)
be a directed graph IFS

which satisfies the OSC, let (Uu)u∈V be the non-empty bounded open sets of the
OSC, and let f ,g ∈ E∗u be any two paths which are not subpaths of each other, that
is f 6⊂ g and g 6⊂ f , (see Subsection 1.2.7).

Then
(a) Sf (Ut(f)) ∩ Sg(Ut(g)) = ∅,
(b) Sf (Ft(f)) ∩ Sg(Ut(g)) = ∅.

Proof. (a) Since f 6⊂ g and g 6⊂ f , there is a least k ∈ N such that fk 6= gk, where
fk, gk are the kth edges of the paths f , g. By the OSC Sfk(Ut(fk)) ∩ Sgk(Ut(gk)) = ∅
and so Sf |k(Ut(f |k)) ∩ Sg|k(Ut(g|k)) = ∅. Now we can put f = f |kf ′ and g = g|kg′
for (possibly empty) paths f ′,g′ ∈ E∗. Again by the OSC, for non-empty f ′,g′,
Sf ′(Ut(f ′)) ⊂ Ui(f ′) = Ut(f |k) and Sg′(Ut(g′)) ⊂ Ui(g′) = Ut(g|k), which proves (a).

(b) For any two open sets A,B ⊂ Rn with A ∩ B = ∅, it is also the case that
A ∩ B = ∅. For a contradiction we suppose there is a point y ∈ A ∩ B and as
A ∩ B = ∅, it follows that y ∈ A′. As B is open there is an open ball S(y, r) ⊂ B,
for some r > 0, but y ∈ A′ implies there is a point z ∈ S(y, r) ∩ (A \ {y}). This
means z ∈ A ∩B which is the required contradiction.

So by part (a) Sf (U t(f)) ∩ Sg(Ut(g)) = ∅. By Lemma 1.3.6, Ft(f) ⊂ U t(f), which
proves (b).

Lemma 4.7.7. Let
(
V,E∗, i, t, r, p, ((Rn, | |))v∈V , (Se)e∈E1

)
be a directed graph IFS

with probabilities which satisfies the OSC. Then for any finite path e ∈ E∗u,

µu(Se(Ft(e))) = pe.
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Proof. A proof for the 1-vertex case is given in [Gra95].
For any k ∈ N, Equation (4.1.2) may be iterated k times to obtain

µu(Au) =
∑
f∈Eku

pfµt(f)

(
S−1

f (Au)
)
. (4.7.15)

The first step in the proof is to prove that for each v ∈ V ,

µv(Fv \ Uv) = 0.

Exactly as was argued in Subsection 4.2.6, see Equation (4.2.3), by Theorem 1.2.1
of Subsection 1.2.10, we may take (Uv)v∈V to be the non-empty bounded open sets
for which the SOSC holds and there exists a family of paths (lv)v∈V , all of the same
length l = |lv|, where l ∈ N may be chosen as large as we like, such that for each
v ∈ V ,

Slv(Ft(lv)) ⊂ Uv. (4.7.16)

It is clear that µv(Uv) > 0, for each v ∈ V , since by Equations (4.7.15) and (4.7.16)
we obtain

0 < plv = plvµt(lv)(Ft(lv)) 6
∑
f∈Elv

pfµt(f)

(
S−1

f (Slv(Ft(lv)))
)

= µv(Slv(Ft(lv))) 6 µv(Uv).

We may now choose a vertex u such that the open set Uu is of minimal measure
with

µu(Uu) 6 µv(Uv) (4.7.17)

for all v ∈ V . From the definition of the OSC,⋃
f∈Elu

Sf (Ut(f)) ⊂ Uu, (4.7.18)

where the union on the left hand side is disjoint by Lemma 4.7.6(a). This implies

µu(Uu) > µu

( ⋃
f∈Elu

Sf (Ut(f))

)
=
∑
f∈Elu

µu
(
Sf (Ut(f))

)
(the union is disjoint)

=
∑
f∈Elu

( ∑
g∈Elu

pgµt(g)

(
S−1

g (Sf (Ut(f)))
) )

(by Equation (4.7.15))

>
∑
f∈Elu

pfµt(f)(Ut(f))

> µu(Uu)
∑
f∈Elu

pf (by Inequality (4.7.17))

= µu(Uu) (by Equation (1.2.3)),
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and so

µu(Uu) = µu

( ⋃
f∈Elu

Sf (Ut(f))

)
. (4.7.19)

Now

µu
(
Slu(Ft(lu)) \ Slu(Ut(lu))

)
= µu

(
Slu(Ft(lu)) \

( ⋃
f∈Elu

Sf (Ut(f))

))
(by Lemma 4.7.6(b))

6 µu

(
Uu \

( ⋃
f∈Elu

Sf (Ut(f))

))
(by (4.7.16))

= µu(Uu)− µu
( ⋃

f∈Elu

Sf (Ut(f))

)
(by (4.7.18))

= 0 (by (4.7.19)).

That is

0 = µu
(
Slu(Ft(lu)) \ Slu(Ut(lu))

)
= µu

(
Slu(Ft(lu) \ Ut(lu))

)
=
∑
f∈Elu

pfµt(f)

(
S−1

f (Slu(Ft(lu) \ Ut(lu)))
)

(by (4.7.15))

> pluµt(lu)(Ft(lu) \ Ut(lu)).

This proves µt(lu)(Ft(lu) \ Ut(lu)) = 0. The path lu can always be extended to a path
l′u ∈ El′

u , for some l′ > l, with t(l′u) = v for any vertex v ∈ V . This is because the
graph is strongly connected, so a path g can always be found with i(g) = t(lu) and
t(g) = v, for any vertex v ∈ V . So we may put l′u = lug and Equation (4.7.16)
becomes

Sl′u(Ft(l′u)) ⊂ Uu.

Repeating the argument above with lu replaced by l′u and l replaced by l′, proves
that µt(l′u)(Ft(l′u) \ Ut(l′u)))) = 0, and as t(l′u) = v, this proves that for each v ∈ V ,

µv(Fv \ Uv) = 0. (4.7.20)

Consider any finite path e ∈ E∗, then e ∈ En
v for some vertex v and n = |e|. Let

f ,g ∈ En
v , f 6= g. By Lemma 4.7.6(b), Sf (Ut(f)) ∩ Sg(Ft(g)) = ∅, so that

S−1
f

(
Sf (Ut(f)) ∩ Sg(Ft(g))

)
= Ut(f) ∩ S−1

f

(
Sg(Ft(g))

)
= ∅. (4.7.21)

This means that, since suppµt(f) = Ft(f),

µt(f)

(
S−1

f

(
Sg(Ft(g))

))
= µt(f)

(
Ft(f) ∩ S−1

f

(
Sg(Ft(g))

))
= µt(f)

(
Ut(f) ∩ S−1

f

(
Sg(Ft(g))

))
+ µt(f)

((
Ft(f) \ Ut(f)

)
∩ S−1

f

(
Sg(Ft(g))

))
= 0,
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by (4.7.21) and (4.7.20). That is for f ,g ∈ En
v , f 6= g,

µt(f)

(
S−1

f

(
Sg(Ft(g))

))
= 0. (4.7.22)

For any e ∈ E∗, e ∈ En
v for some vertex v with n = |e|, and so by Equation (4.7.15)

we obtain

µv(Se(Ft(e))) =
∑
f∈Env

pfµt(f)

(
S−1

f (Se(Ft(e)))
)

= peµt(e)(Ft(e)) (by (4.7.22))

= pe (as µt(e)(Ft(e)) = 1).

The statement of the next lemma is a simple adaptation of a lemma in [Hut81],
and of Lemma 9.2 in [Fal03].

Lemma 4.7.8. Let r, c1, c2 > 0, and let {Vi} be subsets of Rn. Suppose each set Vi
contains a closed ball Bi of radius c1r and is contained in a closed ball of radius c2r,
and that {Bi} is a disjoint set. Then for any x ∈ Rn,

#
{
i : V i ∩B(x, r) 6= ∅

}
6

(
1 + 2c2

c1

)n
.

Lemma 4.7.9. Let p ∈ R, let ai > 0 for 1 6 i 6 m, and let m 6 C. Then( m∑
i=1

ai

)p
6 max

{
1, Cp−1

} m∑
i=1

api .

Proof. Minkowski’s inequality, for 0 < p < 1, can be used to show( m∑
i=1

ai

)p
6

m∑
i=1

api ,

and as this also clearly holds for p 6 0 and p = 1, the inequality holds for p 6 1.
For 1 < p, Hölder’s inequality can be used to show( m∑

i=1

ai

)p
6 mp−1

m∑
i=1

api 6 Cp−1

m∑
i=1

api .

We take (lv)v∈V to be the fixed list of paths used in the definition of the non-
negative matrix B(q, γ, l), in Subsection 4.2.6. The paths (lv)v∈V , all of the same
length l = |lv|, are such that

Slv(Ft(lv)) ⊂ Uv, (4.7.23)

for each v ∈ V , where (Uv)v∈V is the list of non-empty bounded open sets which
satisfy the SOSC as described in Subsection 4.2.6.

The compactness of Slv(Ft(lv)) also means that the distance from Slv(Ft(lv)) to
the closed set Rn \ Uv is positive, and this leads to an associated list of positive
constants (cv)v∈V where

cv = dist(Slv(Ft(lv)), Rn \ Uv) > 0. (4.7.24)
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By Lemma 4.7.6(b), for all finite paths e,g ∈ E∗u, with

e = e1 · · · ek, g = g1 · · · gj, and e1 6= g1,

Se(Ft(e)) ∩ Sg(Ut(g)) = ∅. (4.7.25)

Lemma 4.7.10. Let (lv)v∈V be the list of paths defined in Equation (4.7.23) and
Subsection 4.2.6, and let (cv)v∈V be the associated list of positive constants defined
in Equation (4.7.24). Let e,g ∈ E∗u be any finite paths with

e = e1 · · · ek, g = g1 · · · gj, and e1 6= g1,

and suppose
dist(Se(Ft(e)), Sg(Ft(g))) 6 cwrg

for some vertex w ∈ V .
Then lw is not a subpath of g2 · · · gj, that is lw 6⊂ g2 · · · gj.

Proof. For a contradiction we assume lw is a subpath of g2 · · · gj so that g = slwt
where s 6= ∅, i(s) = u, t(s) = i(lw) = w and t(lw) = i(t). Clearly Sg(Ft(g)) =
Sslwt(Ft(t)) ⊂ Sslw(Ft(lw)) ⊂ Ss(Uw), by (4.7.23). This implies that

dist(Sg(Ft(g)),Rn \ Ss(Uw)) > dist(Sslw(Ft(lw)),Rn \ Ss(Uw))

= rscw (by (4.7.24))

> rgcw (as s ⊂ g).

By assumption s1 = g1 6= e1 and also t(s) = w so that Se(Ft(e)) ∩ Ss(Uw) = ∅ by
(4.7.25). This means that Se(Ft(e)) ⊂ Rn \ Ss(Uw) and so

dist(Sg(Ft(g)), Se(Ft(e))) > dist(Sg(Ft(g)),Rn \ Ss(Uw))

> cwrg.

This is the required contradiction.

We remind the reader that rmin = min {re : e ∈ E1} and we define dmax =
max {|Fu| : u ∈ V }, with rmax and dmin defined similarly. Also let cmin = min{cu :
u ∈ V } where the positive constants (cu)u∈V are as given in Equation (4.7.24).

For e ∈ E∗u, e||e|−1 is the finite path obtained by deleting the last edge of e. For
r > 0 let

E∗u(r) =
{
e ∈ E∗u : re

∣∣Ft(e)

∣∣ < r 6 re||e|−1

∣∣∣Ft(e||e|−1)

∣∣∣} (4.7.26)

We make the following observations about the set of finite paths E∗u(r).

• For paths e ∈ E∗u(r), the sets Se(Ft(e)) ⊂ Fu are all roughly of diameter r since∣∣Se(Ft(e))
∣∣ = re

∣∣Ft(e)

∣∣.
• It can be shown, using Lemma 1.3.5, that

Fu =
⋃

e∈E∗u(r)

Se(Ft(e)).
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• If (Uv)v∈V are the open sets of the OSC, then the sets
{
Se(Ut(e)) : e ∈ E∗u(r)

}
are disjoint open sets. This follows from the definition of the OSC and Lemma
4.7.6(a), using the fact that e,g ∈ E∗u(r), e 6= g, implies e 6⊂ g and g 6⊂ e.

We may always choose N ∈ N large enough so that

2dmax

cmin

6
1

rN−1
max

, (4.7.27)

and for such N we now define δ as

δ = rN+l+1
min dmin. (4.7.28)

Because we are not restricted in our choice of the length l, of the paths (lv)v∈V , it
is clear that from now on we may assume 0 < δ < 1 for any given system.

We remind the reader that for a given r, He,f is an r-separated subset of
Se(Ft(e)) ∩ Sf (Ft(f))(r), where the edges e, f ∈ E1

u, are taken as fixed with e 6= f .

Lemma 4.7.11. Let r ∈ (0, δ), let x ∈ He,f , let (lv)v∈V be the list of paths defined
in Equation (4.7.23) and Subsection 4.2.6, let N be as defined in Equation (4.7.27),
and let e = e1 . . . e|e| ∈ E∗u(r) be such that dist(x, Se(Ft(e))) 6 r.

Then
lv 6⊂ e2 . . . e|e|−N ,

for all v ∈ V .

Proof. For r ∈ (0, δ), considered fixed, and a path e ∈ E∗u(r), if |e| < N + l+1, then

r < δ = rN+l+1
min dmin < r

|e|
mindmin 6 re

∣∣Ft(e)

∣∣ < r,

and this contradiction ensures |e| > N + l + 1. Let e ∈ E∗u(r) be written as
e = e1 . . . e|e|. Either e1 = e or e1 6= e, and so we consider these two cases in turn.

(a) e1 = e.
In this case e1 6= f . Since Se(Ft(e)) ⊂ Se||e|−N (Ft(e||e|−N )) it follows that

dist(x, Se||e|−N (Ft(e||e|−N ))) 6 dist(x, Se(Ft(e))) 6 r.

As x ∈ He,f , x ∈ Sf (Ft(f))(r) and from the definition of the closed r-neighbourhood

dist(x, Sf (Ft(f))) 6 r.

Hence

dist(Sf (Ft(f)),Se||e|−N (Ft(e||e|−N )))

6 dist(x, Sf (Ft(f))) + dist(x, Se||e|−N (Ft(e||e|−N )))

6 2r

6
cmin

rN−1
max dmax

r (by (4.7.27))

6
cmin

rN−1
max

(
re||e|−1

∣∣Ft(e||e|−1)

∣∣
dmax

)
(as e ∈ E∗u(r))
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6 cminre||e|−N

6 cvre||e|−N ,

for all v ∈ V .
Applying Lemma 4.7.10 it follows that lv 6⊂ e2 . . . e|e|−N for all v ∈ V .

(b) e1 6= e.
In this case the argument is almost identical to that given in part (a), but using

Se(Ft(e)) in place of Sf (Ft(f)), where we have dist(x, Se(Ft(e))) = 0 6 r.

Lemma 4.7.12. Let r ∈ (0, δ) and let x ∈ He,f , then there exists a path ex ∈ E∗u(r),
which depends on x, such that

(a) x ∈ Sex(Ft(ex)) ⊂ Fu ∩B(x, r) ⊂
⋃

e∈E∗u(r)
dist(x,Se(Ft(e)))6r

Se(Ft(e)),

(b) µu(B(x, r))q 6


µu(Sex(Ft(ex)))

q, if q 6 0,( ∑
e∈E∗u(r)

dist(x,Se(Ft(e)))6r

µu(Se(Ft(e)))

)q

, if q > 0.

Proof. As suppµu = Fu, µu(B(x, r)) = µu(Fu ∩ B(x, r)), part (b) is an immediate
consequence of part (a).

He,f is an r-separated subset of Se(Ft(e)) ∩ Sf (Ft(f))(r), so x ∈ Fu and the map
φu : EN

u → Fu given in Lemma 1.3.5, of Chapter 1 ensures the existence of an infinite
path e ∈ EN

u with

{x} =
∞⋂
k=1

Se|k(Ft(e|k))

Now
(
Se|k(Ft(e|k))

)
is a decreasing sequence of non-empty compact sets whose diam-

eters tend to zero as k tends to infinity and so there exists n ∈ N such that∣∣Se|n(Ft(e|n))
∣∣ = re|n

∣∣Ft(e|n)

∣∣ < r 6 re|n−1

∣∣Ft(e|n−1)

∣∣ =
∣∣Se|n−1(Ft(e|n−1))

∣∣ .
Putting ex = e|n, ex ∈ E∗u(r) and

x ∈ Sex(Ft(ex)) ⊂ Fu ∩B(x, r).

By the same argument for any y ∈ Fu ∩B(x, r) there exists a path ey ∈ E∗u(r) such
that y ∈ Sey(Ft(ey)) ⊂ Fu ∩B(y, r). Since y ∈ B(x, r) it follows that

dist(x, Sey(Ft(ey))) 6 r

so that

Fu ∩B(x, r) ⊂
⋃

e∈E∗u(r)
dist(x,Se(Ft(e)))6r

Se(Ft(e)).
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Bx ;12 r

Bx ;r

x

r

c1=
r 1
dmax
min

min

c2rc1r

xBe

x0

c2

c2=
2
d

Figure. 4.7.2: The components
{
Se(U t(e)) : e ∈ E∗u(r), dist(x, Se(Ft(e))) 6 r

}
, illustrated as

shaded areas in R2. Each component contains a closed ball of radius c1r and is contained in
a closed ball of radius c2r.

Lemma 4.7.13. Let q ∈ R. Then there exists a positive number C2(q), such that
for all r ∈ (0, δ) and all x ∈ He,f ,

µu(B(x, r))q 6 C2(q)
∑

e∈E∗u(r)
dist(x,Se(Ft(e)))6r

µu(Se(Ft(e)))
q.

Proof. The sets
{
Se(Ut(e)) : e ∈ E∗u(r)

}
are disjoint open sets, where (Uv)v∈V are the

open sets of the SOSC. We may assume each Uv contains a closed ball of radius ρ1

and is contained in a closed ball of radius ρ2, so that Se(U t(e)) contains a closed ball
of radius reρ1 and is contained in a closed ball of radius reρ2. For any e ∈ E∗u(r)

re
∣∣Ft(e)

∣∣ < r 6 re||e|−1

∣∣∣Ft(e||e|−1)

∣∣∣ ,



4.7 Proof of Theorem 4.3.1 (ii) - OSC 145

so that
rmin

dmax

r 6 re <
r

dmin

.

This means that, for each e ∈ E∗u(r), Se(U t(e)) contains a closed ball of radius
rminρ1

dmax
r = c1r, which we label as Be, and is contained in a closed ball of radius ρ2

dmin
r =

c2r. The set {Be : e ∈ E∗u(r)} is a disjoint set because
{
Se(Ut(e)) : e ∈ E∗u(r)

}
is

disjoint. The situation is illustrated schematically in Figure 4.7.2, in R2, where we
have indicated the closed ball Bex contained in the component Sex(U t(ex)). We now
obtain

#{e : e ∈E∗u(r), dist(x, Se(Ft(e))) 6 r}
= #

{
e : e ∈ E∗u(r), Se(Ft(e)) ∩B (x, r) 6= ∅

}
6 #

{
e : e ∈ E∗u(r), Se(U t(e)) ∩B (x, r) 6= ∅

}
(by Lemma 1.3.6)

6

(
1 + 2ρ2

dmin

rminρ1

dmax

)n

= C1 (by Lemma 4.7.8).

Here we have used Lemma 4.7.8 with c1 = rminρ1

dmax
and c2 = ρ2

dmin
. Applying Lemma

4.7.9 gives( ∑
e∈E∗u(r)

dist(x,Se(Ft(e)))6r

µu(Se(Ft(e)))

)q

6 C2(q)
∑

e∈E∗u(r)
dist(x,Se(Ft(e)))6r

µu(Se(Ft(e)))
q,

where C2(q) = max
{

1, Cq−1
1

}
. As ex ∈ E∗u(r) and dist(x, Sex(Ft(ex))) = 0 we also

have
µu(Sex(Ft(ex)))

q 6 C2(q)
∑

e∈E∗u(r)
dist(x,Se(Ft(e)))6r

µu(Se(Ft(e)))
q.

The result now follows by Lemma 4.7.12(b).

In the next lemma we use Lemma 4.7.8 a second time to obtain a bound for∑
x∈He,f µu(B(x, r))q.

Lemma 4.7.14. Let q ∈ R, let r ∈ (0, δ), and let (lv)v∈V be the list of paths defined
in Equation (4.7.23) and Subsection 4.2.6.

Then ∑
x∈He,f

µu(B(x, r))q 6 C2(q)C3

∑
e∈E∗u(r)

∀v∈V : lv 6⊂ e2...e|e|−N

pqe.

Proof. By Lemma 4.7.12(a), given any y ∈ He,f , we can find a path ey ∈ E∗u(r) such
that

y ∈ Sey(Ft(ey)) ⊂ Fu ∩B(y, r) ⊂
⋃

e∈E∗u(r)
dist(y,Se(Ft(e)))6r

Se(Ft(e))

⊂
⋃

e∈E∗u(r)
dist(y,Se(Ft(e)))6r

Se(U t(e)),
(4.7.29)



146 An application of the Renewal Theorem

where (Uv)v∈V are the open sets of the SOSC and we have used Lemma 1.3.6. For
y ∈ He,f it is convenient to use the notation

U(y) =
⋃

e∈E∗u(r)
dist(y,Se(Ft(e)))6r

Se(U t(e)).

As before we are assuming the open sets, (Uv)v∈V , each contain a closed ball of
radius ρ1 and are contained in a closed ball of radius ρ2. As explained in the proof
of Lemma 4.7.13 this means that for each e ∈ E∗u(r), Se(U t(e)) contains a closed
ball, Be, of radius rminρ1

dmax
r and is contained in a closed ball of radius ρ2

dmin
r, where the

set {Be : e ∈ E∗u(r)} is disjoint.
Now consider x, y ∈ He,f with x 6= y. The paths ex, ey ∈ E∗u(r), established in

Equation (4.7.29) by Lemma 4.7.12(a), cannot be the same since ex = ey means
x ∈ B(y, r) which is impossible as He,f is r-separated. So ex 6= ey for x, y ∈ He,f ,
x 6= y. This means that for each of the sets{

U(x) : x ∈ He,f

}
,

we may choose a single closed ball Bx = Bex ⊂ Sex(U t(ex)) ⊂ U(x), where Bx is
of radius rminρ1

dmax
r = c1r, with Bx = B(x0,

rminρ1

dmax
r) for some point x0 ∈ Sex(U t(ex)).

The closed ball Bx = Bex is indicated in both Figures 4.7.2 and 4.7.3. The set
{Bx : x ∈ He,f} is then a disjoint set of closed balls.

It is also the case that
∣∣Se(U t(e))

∣∣ 6 2ρ2

dmin
r, because Se(U t(e)) is contained in a

closed ball of radius ρ2

dmin
r, so that for each x ∈ He,f ,

U(x) ⊂ B
(
x,
(

1 +
2ρ2

dmin

)
r
)
.

That is, for each x ∈ He,f , U(x) is contained in a closed ball of radius
(
1 + 2ρ2

dmin

)
r =

c2r. The situation is illustrated in Figure 4.7.3 in R2, for two sets U(x) and U(y).
We are now in a position to apply Lemma 4.7.8 again. Let x ∈ He,f be fixed

and let g ∈ E∗u(r) be a path for which dist(x, Sg(Ft(g))) 6 r, which we also consider
to be fixed. Let N(x,g) ∈ N, be the number of times the term µu(Sg(Ft(g)))

q is
counted in the sum ∑

y∈He,f

∑
e∈E∗u(r)

dist(y,Se(Ft(e)))6r

µu(Se(Ft(e)))
q.

Then

N(x,g) = #
{
y : y ∈ He,f and dist(y, Sg(Ft(g))) 6 r

}
6 #

{
y : y ∈ He,f and

⋃
e∈E∗u(r)

dist(y,Se(Ft(e)))6r

Se(Ft(e))
⋂

B(x, r) 6= ∅

}

6 #
{
y : y ∈ He,f and U(y) ∩ B(x, r) 6= ∅

}
(by (4.7.29))
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y0

r

y
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x0
x

B

By; r

r

U y 

Bx ;r

U x

xeBx =

Bx ;1 r22
Dmin

By;1 r22
Dmin

Figure. 4.7.3: Two sets of components U(x) and U(y), illustrated in R2. The grey component
belongs to both U(x) and U(y).

6

1 + 2
(

1 + 2ρ2

dmin

)
rminρ1

dmax

n

= C3 (by Lemma 4.7.8).

Here we have applied Lemma 4.7.8 with c1 = rminρ1

dmax
and c2 = 1 + 2ρ2

dmin
. Using this

result it is clear that for each distinct path e in the sum∑
x∈He,f

∑
e∈E∗u(r)

dist(x,Se(Ft(e)))6r

µu(Se(Ft(e)))
q,

the term µu(Se(Ft(e)))
q is counted at most C3 times. As an example, if e′ is the

path corresponding to the component Se′(U t(e′)), coloured grey in Figure 4.7.3, then
dist(x, Se′(Ft(e′))) 6 r and dist(y, Se′(Ft(e′))) 6 r, so that µu(Se′(Ft(e′)))

q would be
counted at least twice in this sum, for x, y ∈ He,f .

This implies that∑
x∈He,f

µu(B(x, r))q 6 C2(q)
∑
x∈He,f

∑
e∈E∗u(r)

dist(x,Se(Ft(e)))6r

µu(Se(Ft(e)))
q (by Lemma 4.7.13)

6 C2(q)C3

∑
e∈E∗u(r)

∀v∈V : lv 6⊂ e2...e|e|−N

µu(Se(Ft(e)))
q (by Lemma 4.7.11)
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6 C2(q)C3

∑
e∈E∗u(r)

∀v∈V : lv 6⊂ e2...e|e|−N

pqe (by Lemma 4.7.7).

We now define, for r ∈ (0,+∞), two related vectors (Gw(r))w∈V and (Gw(r))w∈V .
For q ∈ R, let γ = γ(q) ∈ R be the unique number such that ρ(B(q, γ, l)) = 1 for
the matrix B(q, γ, l)), as defined in Subsection 4.2.6, which we assume is irreducible.
Let (lv)v∈V be the list of paths defined in Equation (4.7.23) and Subsection 4.2.6,
let N be as chosen in Inequality (4.7.27), let r ∈ (0,+∞), and let

α =
1

rNmaxdmax

and β =
1

rN+1
min dmin

.

For each w ∈ V , let

Gw(r) =
∑
g∈E∗w

αr6 rg <βr
∀v∈V : lv 6⊂g

pqg, (4.7.30)

and
Gw(r) = rγ(q)Gw(r). (4.7.31)

We point out here that for small r, with r ∈ (0, δ),

Gw(r) =
∑
g∈E∗w

αr6 rg <βr
∀v∈V : lv 6⊂g

pqg =
∑
g∈E∗w
|g|> l

αr6 rg <βr
∀v∈V : lv 6⊂g

pqg. (4.7.32)

This is because 0 < r < δ = rN+l+1
min dmin, so if |g| < l and rg <

r

rN+1
min dmin

= βr then

rg <
r

rN+1
min dmin

< rlmin < r
|g|
min 6 rg,

and this contradiction ensures |g| > l.

Lemma 4.7.15. Let r ∈ (0, δ), and let Gw(r) be as defined in Equation (4.7.30),
for each w ∈ V .

Then ∑
x∈He,f

µu(B(x, r))q 6 C2(q)C3C4(q)
∑
w∈V

Gw(r).

Proof. As we showed in the proof of Lemma 4.7.11, for r ∈ (0, δ), e ∈ E∗u(r) implies
|e| > N + l + 1, so e can always be written as e = sgt, for some paths s,g, t, with
|s| = 1, |g| > l and |t| = N . From the definition of E∗u(r), for e = sgt ∈ E∗u(r),

rN+1
min rgdmin 6 rsgt

∣∣Ft(sgt)

∣∣ < r 6 rsgt||sgt|−1

∣∣∣Ft(sgt||sgt|−1)

∣∣∣ 6 rNmaxrgdmax,

and so
αr =

r

rNmaxdmax

6 rg <
r

rN+1
min dmin

= βr. (4.7.33)
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This gives∑
x∈He,f

µu(B(x, r))q 6 C2(q)C3

∑
e∈E∗u(r)

∀v∈V : lv 6⊂ e2...e|e|−N

pqe (by Lemma 4.7.14)

= C2(q)C3

∑
e=sgt∈E∗u(r)

|s|=1, |t|=N, |g|> l
∀v∈V : lv 6⊂ e2...e|e|−N=g

pqsgt

6 C2(q)C3

∑
s∈E1

u

∑
t∈EN

∑
g∈E∗
|g|> l

αr6 rg <βr
∀v∈V : lv 6⊂g

pqsp
q
gp

q
t (by (4.7.33))

6 C2(q)C3C4(q)
∑
g∈E∗
|g|> l

αr6 rg <βr
∀v∈V : lv 6⊂g

pqg

= C2(q)C3C4(q)
∑
w∈V

∑
g∈E∗w
|g|> l

αr6 rg <βr
∀v∈V : lv 6⊂g

pqg

= C2(q)C3C4(q)
∑
w∈V

Gw(r) (by (4.7.32)).

The positive constant C4(q), which depends on q, is given by

C4(q) = k1+N(max{pqe : e ∈ E1})1+N ,

k being the maximum number of edges leaving any vertex in the directed graph.

Lemma 4.7.16. Let r ∈ (0, δ), and let Gw(r) be as defined in Equation (4.7.31),
for each w ∈ V .

Then

Gw(r) 6
∑
z∈V

∑
s∈Elwz
s6=lw

pqsr
γ
sGz
(
r

rs

)
.

Proof. It is clear from the definition of a subpath in Subsection 1.2.7 of Chapter 1,
that{

st : s ∈ El
wz, t ∈ E∗z and ∀v ∈ V, lv 6⊂ st

}
⊂
{
st : s ∈ El

wz, t ∈ E∗z , s 6= lw and ∀v ∈ V, lv 6⊂ t
}
,

(4.7.34)

and this implies

Gw(r) =
∑
g∈E∗w

αr6 rg <βr
∀v∈V : lv 6⊂g

pqg
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=
∑
g∈E∗w
|g|> l

αr6 rg <βr
∀v∈V : lv 6⊂g

pqg (by (4.7.32), as r ∈ (0, δ))

=
∑
s∈Elw
t∈E∗

t(s)

αr6 rst<βr
∀v∈V : lv 6⊂ st

pqst

=
∑
z∈V

∑
s∈Elwz
t∈E∗z

αr6 rst<βr
∀v∈V : lv 6⊂ st

pqst

6
∑
z∈V

∑
s∈Elwz
s6=lw
t∈E∗z

αr6 rst<βr
∀v∈V : lv 6⊂ t

pqst (by (4.7.34))

=
∑
z∈V

∑
s∈Elwz
s6=lw

p qs
∑
t∈E∗z

α r
rs

6 rt<β
r
rs

∀v∈V : lv 6⊂ t

p qt

=
∑
z∈V

∑
s∈Elwz
s6=lw

p qs Gz

(
r

rs

)
.

We have used the convention here that E∗t(s), E
∗
z include the empty path which is

summed over but doesn’t contribute to the sum.
As Gw(r) = rγGw(r), we obtain,

Gw(r) 6
∑
z∈V

∑
s∈Elwz
s6=lw

p qs r
γ
s

(
r

rs

)γ
Gz

(
r

rs

)

=
∑
z∈V

∑
s∈Elwz
s6=lw

p qs r
γ
s Gz

(
r

rs

)
.

In the next two lemmas we use the notations

G(r) = (Gw(r))w∈V ,

and

sup
a6r

G(r) =

(
sup
a6r
Gw(r)

)
w∈V

.

Lemma 4.7.17. Let b be the positive right eigenvector of B(q, γ, l), with eigenvalue
ρ(B(q, γ, l)) = 1, as given in Equation (4.2.5). Let a ∈ (0, δ) and let Gw(r) be as
defined in Equation (4.7.31), for each w ∈ V .
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Then

sup
a6r

G(r) 6 Ca(q)b,

for some positive Ca(q).

Proof. For each q ∈ R, γ(q) is uniquely defined as the real number for which
ρ(B(q, γ, l)) = 1 and b is the associated positive eigenvector with eigenvalue 1,
as given in Equation (4.2.5). To prove the lemma it is enough to show, for each
w ∈ V , that

sup
a6r
Gw(r) < +∞.

As the eigenvector b > 0, a positive number Ca(q) can then be determined. We
remind the reader that

α =
1

rNmaxdmax

and β =
1

rN+1
min dmin

.

If γ(q) > 0 then αr 6 rg implies

rγ 6
(rg
α

)γ
=
(
rNmaxdmaxrg

)γ
.

If γ(q) < 0 then rg < βr implies

rγ <

(
rg
β

)γ
=
(
rN+1

min dminrg
)γ
.

So for r ∈ [a,∞), and each w ∈ V ,

0 6 Gw(r) = rγGw(r) =
∑
g∈E∗w

αr6 rg <βr
∀v∈V : lv 6⊂g

pqgr
γ

6 max
{

(rNmaxdmax)γ, (rN+1
min dmin)γ

} ∑
g∈E∗w
αa6 rg

∀v∈V : lv 6⊂g

pqgr
γ
g < +∞.

The strict inequality holds as there are only a finite number of paths g ∈ E∗w with
αa 6 rg.

Lemma 4.7.18. Let b be the positive right eigenvector of B(q, γ, l), with eigenvalue
ρ(B(q, γ, l)) = 1, as given in Equation (4.2.5). Let a ∈ (0, δ) and let Gw(r) be as
defined in Equation (4.7.31), for each w ∈ V .

Then

sup
0<r

G(r) 6 Ca(q)b,

for some positive Ca(q).
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Proof. As in Lemma 4.7.17, let a ∈ (0, δ) be fixed, and let ∆ = rlmax < 1, then ∆ > rs
for all paths s ∈ El, and a∆ < a < δ. Consider r ∈ [a∆, δ), with a∆ 6 r < δ, then

a 6 a
∆

rs
6 σ <

δ

rs
, (4.7.35)

where σ = r
rs

. It follows that

sup
a∆6r<δ

Gw(r) 6 sup
a∆6r<δ

{∑
z∈V

∑
s∈Elwz
s6=lw

pqsr
γ
sGz

(
r

rs

) }
(by Lemma 4.7.16)

= sup
a ∆
rs

6σ< δ
rs

{∑
z∈V

∑
s∈Elwz
s6=lw

pqsr
γ
sGz(σ)

}

6 sup
a6σ

{∑
z∈V

∑
s∈Elwz
s6=lw

pqsr
γ
sGz(σ)

}
(by Inequality (4.7.35))

6
∑
z∈V

∑
s∈Elwz
s6=lw

pqsr
γ
s sup
a6σ

{
Gz(σ)

}

=
∑
z∈V

∑
s∈Elwz
s6=lw

pqsr
γ
s sup
a6r

{
Gz(r)

}
.

In matrix form, using the notation sup G(r) = (supGw(r))w∈V , this is

sup
a∆6r<δ

G(r) 6 B(q, γ, l) sup
a6r

G(r).

By Lemma 4.7.17, we can find a positive number Ca(q) such that

sup
a6r

G(r) 6 Ca(q)b, (4.7.36)

and this means that

sup
a∆6r<δ

G(r) 6 B(q, γ, l) sup
a6r

G(r) 6 B(q, γ, l)Ca(q)b = Ca(q)b, (4.7.37)

the last equality holds as b is a positive eigenvector of B(q, γ, l), with eigenvalue 1.
Since a∆ < a < δ, inequalities (4.7.36) and (4.7.37) together imply

sup
a∆6r

G(r) 6 Ca(q)b. (4.7.38)

Now let n ∈ N and let P (n) be the following statement

sup
a∆n6r

G(r) 6 Ca(q)b.
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We use induction to prove that P (n) is true for all n ∈ N.

Induction base.
P (1) is true by Inequality (4.7.38).

Induction hypothesis.
Let k ∈ N and suppose P (k) is true, that is suppose

sup
a∆k6r

G(r) 6 Ca(q)b. (4.7.39)

Induction step.
Let r ∈ [a∆k+1, δ) then as in Inequality (4.7.35) above it follows that

a∆k 6 a
∆k+1

rs
6 σ <

δ

rs
, (4.7.40)

where σ = r
rs

. We now obtain

sup
a∆k+16r<δ

Gw(r) 6 sup
a∆k+16r<δ

{∑
z∈V

∑
s∈Elwz
s6=lw

pqsr
γ
sGz

(
r

rs

) }
(by Lemma 4.7.16)

= sup
a∆k+1

rs
6σ< δ

rs

{∑
z∈V

∑
s∈Elwz
s6=lw

pqsr
γ
sGz(σ)

}

6 sup
a∆k6σ

{∑
z∈V

∑
s∈Elwz
s6=lw

pqsr
γ
sGz(σ)

}
(by Inequality (4.7.40))

6
∑
z∈V

∑
s∈Elwz
s6=lw

pqsr
γ
s sup
a∆k6σ

{
Gz(σ)

}

=
∑
z∈V

∑
s∈Elwz
s6=lw

pqsr
γ
s sup
a∆k6r

{
Gz(r)

}
.

In matrix form, using the notation sup G(r) = (supGw(r))w∈V , this is

sup
a∆k+16r<δ

G(r) 6 B(q, γ, l) sup
a∆k6r

G(r).

By the induction hypothesis, Inequality (4.7.39),

sup
a∆k+16r<δ

G(r) 6 B(q, γ, l) sup
a∆k6r

G(r) 6 B(q, γ, l)Ca(q)b = Ca(q)b. (4.7.41)

As a∆k+1 < a∆k < δ, inequalities (4.7.39) and (4.7.41) together imply

sup
a∆k+16r

G(r) 6 Ca(q)b,
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which proves that P (k) implies P (k + 1). This completes the induction step.

By the principal of mathematical induction P (n) is true for all n ∈ N, that is

sup
a∆n6r

G(r) 6 Ca(q)b

for all n ∈ N. Therefore
sup
0<r

G(r) 6 Ca(q)b.

Theorem 4.7.19. Let
(
V,E∗, i, t, r, p, ((Rn, | |))v∈V , (Se)e∈E1

)
be a directed graph

IFS with probabilities, suppose that the OSC holds, and the non-negative matrix
B(q, γ, l), as defined in Subsection 4.2.6, is irreducible. Let q ∈ R and let γ =
γ(q) ∈ R, be the unique number such that ρ(B(q, γ, l)) = 1. Let r ∈ (0, δ), where δ
is as defined in Equation (4.7.28), and let e, f ∈ E1

u, e 6= f .
Then

Qq
e,f (r) 6 Ce,f (q)r

−γ(q),

for some positive Ce,f (q).

Proof. For r ∈ (0, δ),∑
x∈He,f

µu(B(x, r))q 6 C2(q)C3C4(q)
∑
w∈V

Gw(r) (by Lemma 4.7.15)

= C2(q)C3C4(q)
∑
w∈V

r−γGw(r) (by (4.7.31))

6 C2(q)C3C4(q)C5(q)r−γ,

where the last inequality follows by Lemma 4.7.18, putting

C5(q) = mCa(q) max
{
bv : v ∈ V

}
,

where m is the number of vertices in the graph, and the positive eigenvector of the
matrix B(q, γ, l) is b = (bv)

T
v∈V . This means that for e, f ∈ E1

u, e 6= f ,

Qq
e,f (r) = M q

u(Se(Ft(e)) ∩ Sf (Ft(f)(r), r)

= sup
{ ∑

x∈He,f

µu(B(x, r))q : He,f is an

r-separated subset of Se(Ft(e)) ∩ Sf (Ft(f)(r)
}

6 C2(q)C3C4(q)C5(q)r−γ

= Ce,f (q)r
−γ.

4.8 Proof of Theorem 4.3.2

Sf (Ft(f))(r) is the closed r-neighbourhood of Sf (Ft(f)), as defined in Subsection
1.2.5. For edges e ∈ E1

uv, f ∈ E1
uw, f 6= e, Qq

e,f (r) is defined, for r > 0, as

Qq
e,f (r) = M q

u

(
Se(Ft(e)) ∩ Sf (Ft(f))(r), r

)
,
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see Equation (4.7.8). For q ∈ R, and for δ, 0 < δ < 1, as given by Equation (4.7.28),
by Theorem 4.7.19, of Section 4.7, for r ∈ (0, δ),

Qq
e,f (r) 6 Ce,f (q)r

−γ,

for some positive Ce,f (q). This means that

M q
u

( ⋃
e∈E1

u

⋃
f∈E1

u
f 6=e

(
Se(Ft(e)) ∩ Sf (Ft(f))

)
, r

)

6 M q
u

( ⋃
e∈E1

u

⋃
f∈E1

u
f 6=e

(
Se(Ft(e)) ∩ Sf (Ft(f))(r)

)
, r

)

6
∑
e∈E1

u

∑
f∈E1

u
f 6=e

Qq
e,f (r)

6 C(q)r−γ,

for some positive C(q). Therefore, from the definition of the upper multifractal q
box dimension of Fu with respect to µu, given in Subsection 4.2.3,

dim
q

µu,B

( ⋃
e∈E1

u

⋃
f∈E1

u
f 6=e

(
Se(Ft(e)) ∩ Sf (Ft(f))

) )

= lim
δ′→0+

sup
0<r<δ′

lnM q
u

( ⋃
e∈E1

u

⋃
f∈E1

u
f 6=e

(
Se(Ft(e)) ∩ Sf (Ft(f))

)
, r

)
− ln r

6 lim
δ′→0+

sup
0<r<δ′

lnC(q)

− ln r
+ γ

= γ

< β,

where γ < β by Lemma 4.7.1. It can be shown, see Theorems 2.6.1 and 2.6.2 of
[Ols94], that the multifractal q Hausdorff dimension of Fu with respect to µu satisfies
dimq

µu,H
Fu = β(q), for each vertex u ∈ V , where β(q) is as defined in Subsection

4.2.5, and this completes the proof.

4.9 Conclusion

After the long and technical proof of Theorem 4.7.19 in the penultimate section,
and with the aid of hindsight, it is reasonable to give Theorem 4.7.19 the same
importance as the two theorems of Section 4.3 which depend on it. The work of this
chapter has also highlighted the significance of the matrix B(q, γ, l) and has raised
an interesting question regarding its irreducibility. However we must leave open
here, the question as to what conditions are sufficient to imply the irreducibility of
this matrix, as this point marks the end of this thesis.
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Notation

#A,A \B, 11
A′, 137
A×B, kA,A+ t, 12
(Ac)c∈B , (A)c∈B , 13
A◦,A, 14
A(r), 17
C(A), 14
supA,inf A, 12
A,A∗, 15
a, (an), (a1, a2, . . .), a1a2 . . ., 13⋃
α∈I Aα,

⋃∞
i=1Ai, 13

B(x, r), S(x, r), 11

[b1b2 · · · bk], 13

du(J), 88
dimBA,dimBA,dimBA,dimHA, 17
dimq

µu,B
A, 117

dist(x,A), 12
dist(A,B), 12

E∗u(r), 141
E∗, E1, 19
Eku, E

k
uv, E

6 k
uv , E

k, 19
E∗u, D

∗
uv, E

∗
uv, E

N
u , E

N, 20
∅, 11

f(A),f : A→ B,g ◦ f , 13
Hu(t), hu(t), Lu(r), 124
limx→0+ f(x), limx→0+ f(x), 14
φu : EN

u → Fu, 26
p : E∗ → (0, 1), p(e), pe, pe1pe2 · · · pek

, 20
ψ,ϕ, 38
r(c), rc, C, 20
r : E∗ → (0, 1), r(e), re, re1re2 · · · rek , 20
(Se)e∈E1 , 20
S, rS , 18
Se = Se1 ◦ Se2 ◦ · · · ◦ Sek

, 20

Gw(r),Gw(r), 148
G(r),supa6r G(r), 150
〈x1, x2, . . . , xn〉group, 36
〈A〉group,+, 118

i(e), i(e), t(e), t(e), 19
Lu, Lv, Ru, Rv, 95
[au, bu], Iu, (Iu)u∈V , 41

K(Rn), (K(Rn))#V , 17

(hv)Tv∈V ,(Hs(Fv))Tv∈V , 81
h, 21, 81
A(q, β),A(q, β, n), 119

B(q, γ, l), 120
E1-DT

u ,Mu, 74
P, (Puv),δln(1/re), δx, 118
A(t),ρ (A(t)), 21
µ, ν, 15
δln(1/re), δx, 118
Hq,tµu

, 117
Hs∞,Hsδ,Hs, 16
µµµ,M+(R), 118
suppµ, 16
| |, 12, 16, 18
dH(A,B), DH

(
(Au)u∈V , (Bu)u∈V

)
, 17

p, c, e, |e|, e|k, 19
f ⊂ g, f 6⊂ g, 19

Mq
u(A, r), 116

Qqe,f (r),Sf (Ft(f))(r), 132

Rn, 12
(Rn)#V , 22
D, 116
De, 126
Ge, He, He,f , 132

(F ku )u∈V , 41
gu, G

1
u, G

k
u, 41

(Fu)u∈V , 25
(µu)u∈V , 32
(Uu)u∈V , 22
Uu, 28
(S, ?), 35
(Mm,�), 45
(SM, ∗), 37
(T ∗, ·), 〈ε, t1, t2, . . . , tn〉, 36
(T ,}), 38
(T
∗
,×), (R+,×), 36

〈1, x1, x2, . . . , xn〉, 36
A,
⋃
A,ψ(

⋃
A),(A,}), 48

Bp,
⋃
Bp,ψ (

⋃
Bp),(Bp,}), 52

{1, 2, . . . , N}M, 49

{Ui},δ-cover, 16
U(y), 146(
V,E∗, i, t, r, ((Xv, dv))v∈V , (Se)e∈E1

)
, 20(

V,E∗, i, t, r, ((R, | |))v∈V , (Se)e∈E1

)
, 33(

V,E∗, i, t, r, ((Rn, | |))v∈V , (Se)e∈E1

)
, 20(

V,E∗, i, t, r, p, ((Rn, | |))v∈V , (Se)e∈E1

)
, 20(

V,E∗, i, t
)
, 19

X,DT
u , 73

Xu, 68
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Index

algebra, 15, 29, 30
σ-, 15, 30

attached (paths), 39
attached finite sequence of (distinct) simple

cycles, 40, 47
attractors, 22

ball
closed, 11
open, 11

bijection, 13, 36
binary operation, 35, 38, 44, 48

associative, 35
closed, 35
commutative, 35

Borel σ-algebra, 15

Cartesian product, 12
chain, 39, 47

attached to a path, 39, 52
attached to a vertex, 39, 48

closed r-neighbourhood, 17, 132
composition of functions, 13
contracting similarity, 18
contracting similarity ratio, 18
contraction

mapping, 18
ratio, 18

Contraction Mapping Theorem, 23
convex hull, 14, 22, 46
coset, 36
countably additive, 15
countably subadditive, 15
cover, 14, 84, 85

δ-, 16, 29
open, 14, 30

cycle, 19
simple, 19

density of an interval, 88
dimension

box-counting, 17
Hausdorff, 17
lower box-counting, 17
upper box-counting, 17

directed graph, 19
k-vertex IFS, 20
IFS with probabilities, 20
iterated function system, IFS, 20
strongly connected, 20

directly Riemann integrable, 116, 123, 126,
129

distance

between a point and a set, 12
between sets, 12

edge, 19
empty set, 11
empty string, 36

finite subcover, 14, 30
free monoid, 36
function, 13

contraction ratio, 20
Lipschitz, 18
probability, 20

gap lengths, 34, 43, 48, 55, 58, 68
level-1 at the vertex u, 41
level-k at the vertex u, 42

greatest lower bound, 12
group, 36

Hahn’s Extension Theorem, 30
Hausdorff s-content, 16
homomorphism, 35

surjective, 36

identity element, 35
infimum, 12
injection, 13
isomorphism, 36

k-th level intervals of the attractor Fu, 41

least upper bound, 12
level-k intervals, 41

at the vertex u, 41
limit

lower, 14
upper, 14

limit point, 137
Lipschitz constant, 18
loop, 19

map, 13
mapping, 13
matrix

irreducible, 21, 119, 121, 130
lattice, 118, 120, 123, 125
non-negative, 21
spectral radius, 21

maximum density, 88
measure, 15

s-dimensional Hausdorff measure, 16, 28
arithmetic, 118
Borel, 16
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Borel probability, 30
Borel regular, 16
Dirac, 118
lattice, 118
on an algebra, 15
outer, 15
probability, 15, 30
self-similar, 30
self-similar Borel probability, 32

metric
Euclidean, 18
Hausdorff, 17
product, 18

minimal graph, 74
multifractal q box-dimension, 117

lower, 117
upper, 117

multifractal q Hausdorff dimension, 117
multiplicatively rationally independent, 35,

64, 106
multiplier, 36

ordered n-tuple, 12
ordered pair, 12

packing Lq-spectrum, 117, 121
path, 19

simple, 19
path attached to a vertex, 39
Perron-Frobenius Theorem, 21, 119, 120, 131
positive eigenvector, 21
premeasure, 15, 30

qth packing moment, 115, 116, 129

real interval, 12
relation, 13
Renewal Theorem, 122, 123
r-separated subset, 116, 126, 132, 142

scalar multiple, 12
semigroup, 35, 38

finitely generated free, 36
free, 36
free with identity on n elements, 36
of positive real numbers, 36
with identity, 36

separation conditions, 22
COSC, 22
CSSC, 22
OSC, 22
SOSC, 22, 119, 138, 140
SSC, 22

sequence, 13
finite, 13
infinite, 13

sequentially compact, 26

set
Borel, 15
bounded above, 11
Cantor, 33
closed, 11
closure, 14
compact, 14
convex, 14
cylinder, 13, 29
diameter, 12
difference, 11
interior, 14
measurable, 15
open, 11
self-similar, 22

similarity, 18
ratio, 18

span, 118
spectral radius, 119, 120, 123, 131

formula, 131
s-set, 28
s-straight, 84, 85
string

finite, 13
infinite, 13

subpath, 19, 137
subsemigroup, 36
support, 16
supremum, 12
surjection, 13
system of renewal equations, 122, 124

transformation, 13

vector
non-negative, 21
strictly positive, 21

vector translation, 12
vertex, 19

initial, 19
terminal, 19

vertex list, 19
vertices of a path, 19

weak convergence, 31
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