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Abstract. This paper is devoted to research of the general 
and particular properties of the OFDM signal detector 
based on the cyclic autocorrelation function. The cyclic 
autocorrelation function is estimated using DFT. The pa-
rameters of the testing signal have been chosen according 
to 802.11g WLAN. Some properties are described analyti-
cally; all events are examined via computer simulations. It 
is shown that the detector is able to detect an OFDM signal 
in the case of multipath propagation, inexact frequency 
synchronization and without time synchronization. The 
sensitivity of the detector could be decreased in the above 
cases. An important condition for proper value of the de-
tector sampling interval was derived. Three types of the 
channels were studied and compared. Detection threshold 
SNR = -9 dB was found for the signal under consideration 
and for two-way propagation. 
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1. Introduction 
Cognitive radio systems have to reliably detect the 

existence of a primary user in the given frequency band [1]. 
In the future, many wireless communication systems will 
use OFDM [2]. That is why detecting OFDM signals is 
very important. 

Many of the proposed and described detectors of 
OFDM signals are the cyclostationary detectors. They have 
a great advantage of robustness against noise uncertainty. 
Feature detectors detect cyclostationarity caused by cyclic 
prefix [3] or cyclostationarity artificially embedded in 
OFDM signal [4]. 

The basic theory of cyclostationary detectors is given 
in [5]. There are the two main tools of cyclostationary 
OFDM detectors: spectral correlation function (SCF) and 
cyclic autocorrelation function (CAF). This paper is fo-
cused on detectors based on the cyclic autocorrelation 
function.  

In [6] the authors compare the advantages and defi-
ciencies of energy detection and cyclostationary detection, 
and then put forward an improved solution. 

A cyclostationary statistical test based on the spec-
trum sensing algorithm (CST method) is proposed in [7]. 
Simulations are carried out in the AWGN channel. Part of 
the theory is cognate with that in [8]. 

An effort to improve performance of cyclostationary 
detectors led to the research into more sophisticated and 
complex algorithms. Cyclostationarity detectors utilizing 
multiple cyclic frequencies of OFDM signals are intro-
duced and analyzed in [9] and [10]. The paper [11] is 
devoted to the detection of weak signals if multiple signals 
with different received-power levels are captured simulta-
neously. The proposed detection method suppresses the 
effects of previously-detected signals in the cyclic auto-
correlation domain, and so increases the detection prob-
ability of weak signals. Paper [12] is focused on cyclosta-
tionary classifying different OFDM signals. 

In this paper, an attempt is made to analyze and de-
scribe important properties of the detector published in [8]. 
The detector uses cyclostationarity established by the cy-
clic prefix. It will be shown that an optimal detector func-
tion requires a certain relation to hold between the OFDM 
signal parameters and the detector parameters. A signifi-
cant violation of this relation can lead to the failure of the 
detection. 

This paper is organized as follows. The fundamental 
description of the chosen detector is given in section 2. The 
basic behavior of the statistic T is analyzed in section 3. 
The impact of multipath propagation, frequency offset, 
time offset and sampling frequency is investigated in sec-
tion 4. Finally, the overall performance of the detector is 
shown in section 5. The conclusion is given in section 6. 

2. Algorithm  
The conjugate cyclic autocorrelation function at cyclic 

frequency α can be estimated as [8] 
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where x(n) is the signal being examined, N is the number of 
signal elements in the detector FFT, n is normalised time, 
and τ is the normalized lag parameter in the autocor-
relation.  

The detection statistic T is defined via a covariance 
matrix. For a vector of zero mean random variables, an 
estimate of the covariance matrix can be computed as [8] 
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where kα is the normalized frequency, kα = k. 

A test statistic T is expressed as 
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where [5] 
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and α is the supposed cyclic frequency. 

The parameters of the testing signal were chosen ac-
cording to 802.11g WLAN. The number of subcarriers was 
64, the length of the cyclic prefix was 16 samples, and the 
subcarrier modulation employed was 16-QAM. The sam-
pling interval in the OFDM modulator was normalized to 
TsOFDM= 1 Cyclic frequency α = 1/(Tsym+ TCP). Tsym is the 
length of the OFDM symbol, and TCP is the length of the 
cyclic prefix.  

The length 2048 of the FFT register and the decima-
tion ratio D = 8 are the same as in [8], but sampling interval 
TsDET in the detector is not equal to that in the modulator. 
The basic value of the sampling interval in detector is 

001.1sDET ≅T  for reasons which will be stated in section 3.4. 

3. Basic Behavior of the Statistic 
The value of the statistic T depends on both the signal 

parameters and the detector parameters. 

If the received signal is pure noise, then the value of 
the statistic T is not dependent on the power of the noise. 
But the value of the statistic T is slightly dependent on the 
waveform of the noise.  

The statistic T of the signal and noise is dependent on 
the SNR. An example of the dependence is shown in Fig. 1. 
For all values of SNR the same shapes of the signal and of 
the noise were used. T was equal to 1.5097 for pure noise. 
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Fig. 1. T versus SNR. 

The inversion matrix in (6) is given by the known 
formula 
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where D, E and F are the real constants.  

0 1 2 3 4 5 6 7
0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

ψ

T
/m

ea
n(

T
)

 

 

 -16 dB
  0 dB
 -8 dB

 
Fig. 2. T versus argument of α

xR̂ .  

If the received signal is noise or signal and noise with 
negative SNR, then the relations AC2 <<B  and 0≈E are 
valid and equation (8) can be rewritten as 
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In the case of pure noise, it can be observed that 

CA ≈  and therefore
A

FD
1≈≈ . The statistic T for pure 

noise is then given by 
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Similarly, the statistic T for signal and noise is given by 
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This result shows that the statistic T could be slightly 
dependent on the phase ψ  of complex number α

xR̂ , when 
negative SNR approaches zero. Fig. 2 shows an example of 
the relative value of T as a function of the phase ψ  for 
three values of SNR. Fixed shapes of the signal and of the 
noise have been used. The oscillation amplitude increases 
when the power of the signal increases. 
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Fig. 3. Probability of missing detection versus τ . False alarm 

probability: x-mark 0.01, circle 0.1. 

4. Partial Effects 

4.1 Multipath Propagation 

A consequence of multipath propagation is the viola-
tion of the cyclic prefix. This represents partial damage to 
periodicity and hence it also decreases the detection capa-
bility of the cyclostationary detector.  

A simple two-way model was chosen to examine the 
above phenomenon. The received multipath signal sMP(n) is 
the sum of the signal s(n) and it’s delayed and attenuated 
version )( τρ −ns  

 )()()(MP τρ −+= nsnsns .  (12) 

The effect of a gain ρ  and a normalized delay τ  on 
the probability of the missing detection was studied and 
estimated using 3.104 simulations. Two false alarm prob-
abilities, 0.01 and 0.1, were used. SNR was set to -8 dB. 
Results of computer experiments are shown in Fig. 3 and 
Fig. 4. 

Fig. 3 shows that the probability of the missing 
detection grows when the delay τ  approaches the length of 
the cyclic prefix. It is a consequence of the cyclic prefix 
violation. 
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Fig. 4.  Probability of missing signal versus ρ . False alarm 

probability: x-mark 0.01, circle 0.1. 

Similarly, Fig. 4 shows the probability of the missing 
signal increasing as the gain ρ increases towards 1. This is 
a consequence of the cyclic prefix violation again. 

Multipath propagation of the signal sometimes causes 
an increase of the probability of the missing signal. It will 
be shown using the exponentially decaying Rayleigh fading 
channel model in section 5.  

4.2 Frequency Offset 

The description of the frequency components of the 
function )()(),( * ττ −= txtxty , t∈ [Tsym, Tsym+TCP], τ = Tsym 
can serve to clarify the effect of the frequency offset. The 
expression ),( τty is present in the discrete time version as 
a part of the right side of (1). 

For a noiseless signal, the frequency component for 
discrete angular frequency 
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where fδ  is the frequency offset. 
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Fig. 5.  The statistic T as a function of the frequency offset fδ . 

Generally, the result is a complex constant, but it is 
a real constant for zero frequency offset. The complexity of 
the function )()(),( * ττ −= txtxty  leads to the complexity 
of α

xR̂ . It yields the consequences mentioned in section 3, 
Fig. 2.  
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Fig. 6. The statistic T versus origin of sampling. 

The statistic T of the signal and noise is dependent on 
the frequency offset. An example of the dependence is 
shown in Fig. 5. An irregularity of the curves is caused by 
the fact that their shape is affected by several frequency 
components ),( τtyk  of the function ),( τty . For both values 
of SNR the same shapes of the signal and of the noise were 
used. The sensitivity of the detector is not constant, but 
changes in the sensitivity are not too significant. This is 
important, because thanks to this feature the detector does 
not require carrier synchronization. 

4.3 Timing Offset 

The statistic T of the signal and noise is dependent on 
the origin t0 of the sampling. An example of the depend-
ence is shown in Fig. 6. For both values of SNR the same 
shapes of the signal and of the noise were used. The sensi-
tivity of the detector is not constant, but the changes are not 

substantial. This is important, because the detector does not 
require time synchronization. 

It can be shown that the development of the statistic T 
is dependent on the SNR, data, and sampling frequency in 
the detector. 
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Fig. 7.  Dependence of probability of missing signal on 

sampling interval. 

4.4 Sampling Frequency 

The determination of α
xR̂ using DFT is analogous to 

the frequency analysis of harmonic signals via DFT [13], 
[14]. The estimate α

xR̂  is given as the kα-th element in the 
frequency domain, 
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where LFFT is the number of elements in the FFT register, 
and d is the decimation ratio. A frequency error εα is given 
by the equation  
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The nonzero error yields an undesirable decrease of the 
estimate α

xR̂ . It is desirable to achieve zero frequency er-
ror. In other words, the expression αLFFTTsDETd should be 
an integer or close to an integer. In our case LFFT= 2048, 
d = 8 and the optimal value of the TsDET= 205/204.8. These 
simplified considerations are confirmed by the results of 
computer simulations given in Fig. 7. The dotted line with 
circles denotes false alarm probability (FAP) 0.01, the 
dashed line with circles indicates false alarm probability 
0.1. The signal-to-noise ratio was -8 dB. The number of 
experiments was 10 000, the data and noise were pseudo-
random. It is shown that an improper value of the detector 
sampling interval TsDET could lead to impaired detection 
ability.  

Changes of the sampling frequency are connected 
with quantization errors of the lag parameter .τ  This could 
bring some secondary effects.  
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5. Detection Performance 
Overall detection performance has been tested using 

computer simulations. The data and noise were pseudoran-
dom, the frequency offset δf was uniformly distributed in 
the normalized interval from -0.012 to 0.012, and the origin 
of sampling was uniformly distributed in the interval from 
0 to 80 samples. The sampling period was set to the opti-
mal value. 

The result for one-way propagation (OW) is shown in 
Fig. 8. The threshold for the false alarm probability (FAP) 
0.1 and the probability of missed detection 0.1 is about  
-9.8 dB. The number of experiments was 20 000. 
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Fig. 8.  One-way propagation case. 

The behavior of the detector for the two-way (TW) 
propagation case is shown in Fig. 9. The parameters of the 
two-way channel were ρ = 0.8 and τ = 14. Here, the 
threshold for the false alarm probability 0.1 and the prob-
ability of missed detection 0.1 is found to be about -9 dB. 
Parameter Trms of this two-way channel is equal to 6.8293.  
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Fig. 9.  Two-way propagation case. 

The exponentially decaying Rayleigh fading channel 
model was used for other experiments. This model is suit-
able for evaluation of IEEE 802.11g [16]. The TRMS value  

in a typical office environment is 50 ns [16]. It is equiva-
lent to value 1 of normalized time Trms. Such a channel 
cannot significantly impair the cyclic prefix. The perform-
ance of the channel is almost the same as the performance 
of the one-way channel. However, growing Trms results in 
a deterioration of the detector sensitivity.  
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Fig. 10.  Comparison of the channel models. 

When the parameter Trms of the exponentially decay-
ing Rayleigh channel was set to 6.8293, the behavior of the 
detector was almost the same as the behavior of the detec-
tor in the case of the above two-way channel.  

A comparison of the results for all three types of the 
propagation is given in Fig. 10. The abbreviation Ray 0.1 
denotes the exponentially decaying Rayleigh fading chan-
nel model, and FAP=0.1. OW is the one-way propagation 
model, and TW is the two-way propagation model, ρ = 0.8 
and τ = 14. The figure shows that the behavior of the expo-
nentially decaying Rayleigh fading channel with Trms= 1 is 
not different from the one-way model and that the behavior 
of the exponentially decaying Rayleigh fading channel with 
Trms= 6.8293 is not significantly different from the two-way 
model with the same Trms.  

6. Conclusions 
In this paper, it is shown that the detector based on the 

cyclic autocorrelation function is able to detect OFDM 
signals in cases of multipath propagation, inaccurate fre-
quency synchronization, and inaccurate time synchroniza-
tion. The frequency offset and the timing offset imply 
complex changes of the statistic T, but do not jeopardize 
the ability to detect OFDM signals. Multipath propagation 
causes a violation of the cyclic prefix and, consequently, 
a decrease in the detector sensitivity for larger values of 
Trms. This is shown in Fig. 10.  

Important is the choice of the detector sampling 
interval. The expression αLFFTTsDETd  should be an integer 
or close to an integer. 
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