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ITERATION GROUPS, COMMUTING FUNCTIONS
AND SIMULTANEOUS SYSTEMS
OF LINEAR FUNCTIONAL EQUATIONS

Abstract. Let (ft)te]R be a measurable iteration group on an open interval I. Under
some conditions, we prove that the inequalies g o f@ < f® o g and go f° < f° o g for some
a,b € R imply that g must belong to the iteration group. Some weak conditions under
which two iteration groups have to consist of the same elements are given. An extension
theorem of a local solution of a simultaneous system of iterative linear functional equations
is presented and applied to prove that, under some conditions, if a function g commutes in a
neighbourhood of f with two suitably chosen elements f¢ and f° of an iteration group of f
then, in this neighbourhood, g coincides with an element of the iteration group. Some weak
conditions ensuring equality of iteration groups are considered.
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1. INTRODUCTION

Let I C R be an open interval. A family of continuous functions (f*),cp is said to be
an iteration group of a function f : I — I if f' = f and for all s,t € R, f* : I — I,
and fs o ft — fs+t'

An iteration group is called continuous (measurable) if, for every z € I, the
function R >t — f!(x) is continuous (measurable). The number ¢ in f? is called the
iterative index of f.

According to Zdun’s theorem [5], every measurable iteration group (f*),p is con-
tinuous and there exists a homeomorphic bijection ¢ : I — R, referred to in the sequel
as a generator of the iteration group, such that the following representation formula
holds true

i) =  (p(z) + 1), zelteR. (1.1)
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It is proved in [3] that if a function g : I — I is continuous at at least one point
and commutes with two elements f¢ and f° of the iteration group ( ft)te]R and g is
irrational, then g must be an element of the iteration group (f*),cg (cf. Theorem 2).
In section 3, applying a recent result on a simultaneous system of linear functional
inequalities [1] (cf. Lemma 1 in Section 2), we prove that if, additionally, a < 0 < b,
then the commutativity of ¢ with f® and f° can be replaced by the inequalities
gof* < féogand go f® < fPog (Theorem 3). In this section we also give some weak
conditions under which two iteration groups have to consist of the same elements
(Theorem 4).

In Section 4, applying Theorem 1 (a new result on an extension of a local solution
of a simultaneous system of iterative an linear functional equations) we prove Theorem
5, which is a local version of Theorem 2. Here the commutativity is required in a
neighbourhood of a fixed point of f.

The last section begins with a remark that every measurable iteration group
(f");er is uniquely determined by any of its orbit {f*(z¢) : ¢t € R}. Let (f'),cg
and (g'),cg be iteration groups. Theorem 6 gives simple conditions on the fixed
numbers a, b, a, # under which the inequalities

fr<g*,  ff<g’

imply the existence of a p € R such that g* = fP* for all t € R.

2. AUXILIARY RESULTS ON A SYSTEM
OF SIMULTANEOUS FUNCTIONAL EQUATIONS AND INEQUALITIES

In the sequel we shall need the following result on an extension of solutions of a
simultaneous system of iterative functional equations.

Theorem 1. Let I C R be an open interval, let £ € RU{—o0, 400} be one of the
endpoints of I, and let I C I be a nonempty open interval with the endpoint §. Let the
functions f1, fo : I — R be continuous, increasing and such that one of the following
conditions is fulfilled:

1. if € is finite then
0< @8 crio1a
r—§
2. if € = —oo then
filz) <z, zeli=1,2;

3. if £ = 400 then
fi(z) >z, reli=12.
Let the functions g1, g2, h1,ha : I — R be such that g1(x)ga(x) # 0 for all x € 1.

Suppose that a function v : I — R satisfies the simultaneous system of functional
equations

Yfi(@)] = gi(x)y(z) + hi(z), rel, i=12. (2.1)
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If the functions f1, fo commute, i.e.

Jio fa= fao fi1, (2.2)

and
g1(x)ga2[f1(z)] = g2(@)g1[f2(@)], zel, (2.3)
g1[f2(2)]ha () + ha[fa(z)] = g2l fi(@)]h1(z) + ha[f1(2)], z €l (2.4)

then there exists exactly one function ® : I — R such that
[l =~

and
D[fi(x)] = gi(x)®(x) + hi(z), rel,i=1,2.

Proof. Assume that the functions f; and fy satisfy condition 1, that is £ is finite.
Without any loss of generality, we can assume that I = (0,00), £ =0 and I = (0, 9)
for some § > 0. Let v : Ir — R be a solution of system (2.1). For each i € {1,2}
there exists a unique function ®; : (0, 00) — R such that

D, [fi(x)] = gi(z)Pi(x) + hi(z), xz € (0,00), i=1,2, (2.5)

and
P |(0,0) =
(cf. M. Kuczma [2], p. 246-247). Let

c:=sup{b>0:Py(xr) =Py(z) forallze (0,b)}.

Obviously ¢ > 6. To prove the theorem it is enough to show that ¢ = 400. Assume
for the contrary that ¢ < +00. Then

Oy () = Po(x), x € (0,c¢). (2.6)
The assumptions on fi and f, imply that there exists a d > ¢ such that
filz) < e, x € (0,d),i=1,2.
Hence, as f; o fj(z) € (0,¢) for 4,5 = 1,2 and = € (0,d), applying in turn: (2.5) for

i=1; (2.6); (2.5) for i = 2; (2.2) and (2.6); (2.5) for i = 1; (2.6); (2.5) for ¢ = 2; and
finally (2.3) and (2.4), we get

1 1

i) = g1(x) {@1[fi(@)] = ha(2)} = M {P2[f1(2)] — ha(2)} =
- gi@ {gg[ﬁ(xﬂ {@21f2(A1(@))] = halfi(@)]} m(w)} =

- 9113?) {gz[fi(m)] {@1[f1(f2(2))] = ha[fi(2)]} — hl(x)} =
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_ gilfa@)]®1[fo(@)] + Ml fo(@)] = hao[f1(2)] — M (2)g2[f1(2)] _
91(x)ga[f1 ()]
91[f2(x)] {g2(2)Po(x) + ha(x)} + ha[fa(2)] = half1(x)] — ha(x)galfi(2)]
91(x)g2[f1 ()]

_ g1[fa(x)]g2() -
~ a@aln)
L ol @)ha(@) Il fo(@)] = holh (@] = @)l A @] _ g )
91(x)g2[f1()]
which contradicts the definition of d. It completes the proof. O

A more general result for system of functional equations of higher orders will be
presented in [4]. By Q we denote the set of all rational numbers. Let us quote the
following

Lemma 1 ([1], Theorem 1). Let a,b,a, 8 € R be such that

> E

b
a<0<b, E¢Q’

(0%
a

SallEey

If a function v : R — R continuous at at least one point satisfies the simultaneous
system of functional inequalities

Y(x +a) < y(z) +a, y(z +b) < v(x) + B, z eR,

then o
~v(z) = — +~(0), x € R.

3. COMMUTING FUNCTIONS

Remark 1. Functions i, : I — R are generators of the same iteration group (ft)te]R
iff there exists a constant a € R such that ¥ = ¢ + a.

In [3] we have proved the following

Theorem 2. Let f : I — I be strictly increasing, onto and without fized points in
an open interval I. Suppose that (ft)te]R is a measurable iteration group of f. If a
function g : I — I is continuous at at least one point and commutes with two functions
fe and f° such that 3 is irrational, then there exists a ¢ € R such that g = f€.

Assuming that ¢ < 0 < b, the commutativity assumption may be weakened.
Namely, we prove the following

Theorem 3. Let f : I — I be strictly increasing, onto and without fized points in
an open interval I. Suppose that (ft)te]R is a measurable iteration group of f. If a
function g : I — I is continuous at at least one point and

gof*<fiog, goft<flog,
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where a,b € R\{0} are such that £ is irrational and a < 0 < b, then there exists a
c € R such that g = f€.

Proof. According to Zdun’s theorem, (f*),.p has to be a continuous iteration group
(cf. [5] ). Consequently, there exists a continuous and strictly monotonic function
¢ : I — R with p(I) = R such that

fiz) = (p(z) + 1), zel, teR.

Without any loss of generality, we may assume that ¢ is increasing. By the assumption
we hence get

g (e (p(z) +a)) <o ' (p(g(x) +a), zel,

and
g (7 (p(2) +b)) <o plg(x) +b), xel

It follows that the function v := p o go ™!

functional inequalities

satisfies the simultaneous system of

vt +a) <~v(t) + a, v(t+b) <~(t) + b, teR.

Since the function 7y is continuous at at least one point, there is a ¢ € R such that
y(t) =t+cforalteR (cf. Theorem 1 in [1] ). Thus pogop 1(t) =t + ¢ for
all t € R, whence g = ¢! (p(z) + ¢) for all z € I which, by representation formula
(RF), means that g = f°. O

Theorem 4. Let f,g : I — I be strictly increasing, onto and without fired points
in an open interval 1. Suppose that (f'),cp and (g"),cp are measurable iteration
groups of f and g, respectively. If for some noncommensurable o, 8 € R, each of the
functions g® and g°® commutes with two functions of the iteration group (ft)te]R of
the noncommensurable iterative indices, then

g =f"  teR,

for some p € R, p # 0; in particular, {g* : t € R} = {f : t € R}.

Proof. In view of Theorem 1 there are a,b € R such that ¢ = f® and ¢ = f°.
Hence, by induction, ¢™® = f™@, ¢™® = £ for all integers m,n € Z, whence,

gmetnB — pmatnb m,n € Z. (3.1)
Since, by the representation formula,
fla) =97 (@) +1),  g'x) =97 (W(z) +t), el teR,
for some homeomorphic functions ¢, : I — R, we get

¢ (W(x) + ma +nB) = ¢~ " (p(x) + ma+nb), x€l;n,méeZ. (3.2)



534 Janusz Matkowski

Take an arbitrary ¢t € R. The density of set {ma +ng: m,n € Z} in R implies that
there exist two sequences of integers (my), (ng) such that

t = lim (mpa + nif). (3.3)
k—o0
The noncommensurabilty of « and [ implies that a5 # 0 and
li =oco=li .
el = 00 = ity b
Therefore, from (3.3),

t
lim (Wa+ﬁ> T L T W B
k—oo \ Ny k—o0 Nk k—o0 N

which implies that

From (3.2), for an arbitrarily fixed = € I,
mra+ ngb = ¢ [O71 (Y(2) + mra + nkB)] — o(z), k€N,
whence, by the continuity of ¢, ™1, 4,91,
Jlm (mya +ngb) = @ [ () +1)] = p(2).

Repeating now the above argument we infer that

and, consequently 3 = g, whence & = % Setting

_a b
b= = B
we get
a=pa,  b=pp,
which implies that ¢ and b are not commensurable and, by (3.1),
gmaJr”'B = fp(mo‘+"5), m,n € 7,
whence, in particular,

gmka-‘rnkﬁ - fp(mka'i‘”kﬁ)’ keN.

Letting here k — 0o, we obtain
9" = f*,

which completes the proof. O
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Applying Theorem 2 and Theorem 3, we obtain

Theorem 5. Let f,g: 1 — I be strictly increasing, onto and without fized points in
an open interval I. Suppose that (ft)tGR and (gt)te]R are measurable iteration groups
of [ and g, respectively. If for some noncommensurable o, 3 € R there are two pairs
(a,b) and (¢,d) of noncomensurable real numbers such that

a <0 <b, oo f*< frog% g*ofP < flog?,
and
c<0<d, gPofi<feog’ glofi<flogl,

then
g'=f",  teR,

for some p € R, p # 0; in particular, {g* : t € R} = {f : t € R}.

Remark 2. Note that the function fP* in the previous result can be treated as the
p-th iterate of ft. Indeed, let ¢ : I — R be a generator of the iteration group of f. If
n € N, then, by induction,

(f) " (@) =¢" (¢($)+%t):f%t7 neNmeZteRzel,

which means that

(f)" (@) = ¢  (p(x) +pt) = f*,  peQteRzel

1

The continuity of the iteration group and the functions ¢ and =" implies that this

relation can be uniquely extended onto all p € R.

Corollary 1 ([3]). Let f,g : I — I be strictly increasing, onto and without fixed
points in an open interval I. If the measurable iteration groups (f*),cp and (9'),cp
of f and g, respectively, are commuting in pairs, i.e.,

ffogh=g'of", teR,

then, for every t € R, gt = f** for some p € R, p # 0.

4. LOCALLY COMMUTING FUNCTIONS

In this section we prove the following local counterpart of Theorem 2.

Theorem 6. Let f: I — I be strictly increasing, onto and without fived points in an
open interval I. Suppose that (ft)teR s a measurable iteration group of f. Let & be
one of the endpoints of I and I¢ C I be an arbitrary nonempty open interval with the
endpoint §. If a function g : I¢ — I is continuous at at least one point and there are
a,beR, a#0, 2 wrrational and such that

fiIe) cle,  fIe) C I (4.1)
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and

goft=frog, gof'=flogy, (42)
then g = f° |1§ for some c € R.
Proof. We shall only consider the case of £ finite, as in the opposite case the argument

is analogous. Without any loss of generality, we may assume that £ = 0 is the left-end
point of I and I = (0, ) for some § > 0. Since

flla) =97 (pla) +1), welteR,
for a homeomorphic function ¢ : I — R, then
fua)y=¢ Hel@) +a),  fla)=¢ (p@)+b), wel

Assume that, for instance, ¢ is increasing. Then, by (4.1), both a and b must be
negative, and by (4.2),

gl (@) +a)] = ¢ (p(g(x)) +a), =z €(0,0),

gle™ (p(2) +0)] = 07 (plg()) +b),  z€(0,0).

Since ¢((0,6)) = (—o0, ¢(d)), the function v := p o go ¢! is defined on (—o0, p(d))
and satisfies the simultaneous system of functional equations

VWt +a)=7@) +a,  A(E+0) =70 +b, <)
Assuming I= Rv 5 = —00, IE = (700590(6))7 fl(t) =t+a, fQ(t) :t+b7 g1 =92 = 1

it is easy to verify that the conditions of Theorem 1 are fulfilled. Therefore there
exists a unique function ® : R — R such that ® ‘(_oo#,((;)) =y and

O(t+a) = D(t) +a, O(t+b) = D(t) + b, teR.

Since the function ® is continuous at at least one point, applying Theorem 1 of [3],
we conclude that, for some ¢ € R,

O(t) =t+c, teR.

It follows that y(t) := pogop=1(t) = t+c for all t < p(J), whence, by representation
formula (RF)

g9(z) = ¢ (p(@) +0)) = f(x), =z €(0,0).

This completes the proof. O
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5. EQUALITY OF ITERATION GROUPS

We begin this section with the following

Proposition 1. Let f,g: 1 — I be strictly increasing, onto and without fixed points
in an open interval I. Suppose that (f'),cp and (g'),cp are measurable iteration
groups of f and g, respectively. If for some xg € I,

f(xo) = g'(z0) for allt €R,

then
ft=g" forallteR.

Proof. Let ¢,v : I — R be the generators of the iteration groups (f*),cg and (9"),cp,
respectively. By the assumption,

o (plzo) + 1) =y (Y(wo) +1), tER,

whence, after simple calculations, we obtain

¥(x) = p(@) + P(20) — p(20),
and Remark 1 completes the proof. O
Remark 3. According to the above proposition, every measurable iteration group is
uniquely determined by any of its orbits { f*(xo) : t € R}.

Theorem 7. Let f,g: 1 — I be strictly increasing, onto and without fized points in
an open interval I. Suppose that (f*),cp and (g),cp are measurable iteration groups
of f and g, respectively. If

for some a,b,a, B € R such that

>

)

b
a<0<b, E¢Q,

(0%
a

Sallisy

then
g'=f". teR,
for some p € R, p # 0; in particular, {g* : t € R} = {f* : t € R}.

Proof. Let ¢,v : I — R be the generators of the iteration groups (f*),cg and (9"),cg,
respectively. By the assumption,

o (plx)+a) <V (W) +a), zel,

and

e (p(x)+b) <y (Y(z)+B), =xel

1

Setting v := 1 o ¢~ 'we hence get

Y(t+a) <A(t) + a, v(t+b) < y(t) + B, teR.
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Applying Lemma 1 we obtain y(t) = I%t + ¢ for all t € R, where p := & and ¢ = 7(0),
that is ¢ 0 ™' (t) = 5t + ¢ (t € R) whence

Y(z) =pp(z) +q, teR

Now, by simple calculations, we obtain

g'(x) = (Y(x) + 1) = ¢ (p(x) + pt) = ()
forall z € I and t € R. O

If « = a and 8 = b in the above theorem, then p = 1 and we obtain the following

Corollary 2. Let f,g: I — I be strictly increasing, onto and without fized points in
an open interval I. Suppose that (f*),cp and (g'),cp are measurable iteration group
of f and g, respectively. If

fr<g, g

for some a,b € R such that

b
a<0<b, 5%@,

then
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